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Analysis of Bioheat Transport
Through a Dual Layer Biological
Media
A comprehensive analysis of bioheat transport through a double layer and multilayer
biological media is presented in this work. Analytical solutions have been developed for
blood and tissue phase temperatures and overall heat exchange correlations, incorporat-
ing thermal conduction in tissue and vascular system, blood-tissue convective heat ex-
change, metabolic heat generation, and imposed heat flux, utilizing both local thermal
nonequilibrium and equilibrium models in porous media theory. Detailed solutions as
well as Nusselt number distributions are given, for the first time, for two primary condi-
tions, namely, isolated core region and uniform core temperature. The solutions incorpo-
rate the pertinent effective parameters for each layer, such as volume fraction of the
vascular space, ratio of the blood, and the tissue matrix thermal conductivities, interfa-
cial blood-tissue heat exchange, tissue/organ depth, arterial flow rate and temperature,
body core temperature, imposed hyperthermia heat flux, metabolic heat generation, and
blood physical properties. Interface temperature profiles are also obtained based on the
continuity of temperature and heat flux through the interface and the physics of the
problem. Comparisons between these analytical solutions and limiting cases from previ-
ous works display an excellent agreement. These analytical solutions establish a compre-
hensive presentation of bioheat transport, which can be used to clarify various physical
phenomena as well as establishing a detailed benchmark for future works in this area.
�DOI: 10.1115/1.4000060�

Keywords: bioheat transfer, biological tissue/organ, hyperthermia, porous media,
multilayer media

1 Introduction
Hyperthermia treatment is recognized as one of the main cancer

therapies following surgery, chemotherapy, and radiation tech-
niques. Understanding thermal transport and temperature distribu-
tion within biological tissues and body organs are important thera-
peutic aspects related to this treatment �1,2�. This technique is also
utilized for eradication or reduction in benign tumors, repair of
sports injuries, modification and remodeling of a targeted tissue
�3�, gene therapy, and immunotherapy �vaccination� �4�. In hyper-
thermia, the tumor cells will be heated to a therapeutic value,
typically 40°C–45°C, to damage or kill the cancer cells �5,6�.
Although it has been known for many years that fever can damage
the cancer cells, hyperthermia technique is more recently being
developed as a cancer treatment by controlling and focusing the
heat on the cancer cells. This technique is being utilized for sev-
eral types of cancer �7�.

In contrast to healthy cells, a tumor is a tightly packed body of
cells in which blood circulation is restricted. Heat can cut off the
oxygen and vital nutrients from the abnormal cells, resulting in a
breakdown in the tumor’s vascular system and destruction of the
cell’s metabolism and subsequent devastation of the tumor cells.
In addition, heat causes the formation of certain proteins in the
diseased cancer cells, the so-called heat shock proteins, which
appear on the surface of the degenerated cells. The body’s im-
mune system detects these proteins as extraneous cells, making
the abnormal cells visible to the immune system.

Hyperthermia technique also improves the efficiency of other
cancer therapies such as chemotherapy and radiotherapy �4,8,9�.

Insolated cells, which would not respond to chemotherapy or ra-
diation alone, would be subjected to heat treatment. Hyperther-
mia, in conjunction with chemotherapy, causes the drug to pen-
etrate deeper into the tumor while augmenting the efficacy of the
drug delivered to the tumor. Hyperthermia treatment can be uti-
lized either on the whole body or locally targeting the cancer cells,
utilizing warm water bath balloons and blankets, hot wax, induc-
tive coils �similar to those in electric blankets�, thermal chambers,
ultra-high frequency sound waves, microwave, and laser �7�.

Heat transport through biological tissues, represented by bio-
heat models, involves thermal conduction in tissue and vascular
system, blood-tissue convection, and perfusion �through capillary
tubes within the tissues� and also metabolic heat generation. As-
suming local thermal equilibrium between the blood and the tis-
sue, Pennes �10� represented one of the early and simplified bio-
heat equations. This model has been further developed by others
such as Charny �11�, Wulff �12�, Klinger �13�, Chen and Holmes
�14�, Weinbaum et al. �15–17�, Mitchell and Myers �18�, Keller
and Seilder �19�, Chen and Xu �20�, Baish et al. �21,22�, and
Abraham and Sparrow �23�. Description of the established bioheat
transport models can be found in the literature �11,24–26�.

Advantages of utilizing porous media theory in modeling bio-
heat transfer, due to fewer assumptions as compared with different
established bioheat transfer models, are stressed by Khanafer and
Vafai �26�, Nakayama and Kuwahara �27�, Khaled and Vafai �28�,
and Mahjoob and Vafai �7�. The biological structure can be treated
as a blood saturated porous matrix including cells and interstices,
the so-called tissue. Utilizing the porous media theory, nonthermal
equilibrium between the blood and the tissue is addressed and the
blood-tissue convective heat exchange is taken into account. Vol-
ume averaging over each of the blood and tissue phases results in
an energy equation for each individual phase �29–37,7�, known as
the local thermal nonequilibrium model. The volume averaging

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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over a representative elementary volume containing both the
blood and tissue phases results in a local thermal equilibrium
model referred to as the one equation model.

One of the shortcomings in most bioheat studies is modeling
the target tissue/organ as a single tissue/organ with the same tissue
properties. This type of modeling may not predict precisely heat
transport through tissue layers in which there is a considerable
variation in properties of the adjacent layers. As such, there would
be a need to develop and utilize bioheat model for a dual layer.
Dual layer bioheat modeling is also important relative to skin
bioheat transport and burn injuries �38,39�. In addition, in hyper-
thermia treatment, utilizing a two layer model �consisting of can-
cerous and normal tissue layers� gives a more accurate prediction
of temperature profile and heat transport through these layers �40�.

Due to the importance of accurate prediction of temperature
profile in tissues/organs in thermal therapies such as hyperthermia,
heat transport through multilayer biological tissues has been in-
vestigated in this work. Mahjoob and Vafai �7� previously devel-
oped, for the first time, comprehensive analytical solutions for
tissue and blood temperature profiles and heat transfer correlations
for a single layer tissue subject to an imposed heat flux. In this
work, bioheat transport through dual layer tissues subject to an
imposed heat flux is investigated comprehensively. Precise corre-
lations are obtained for the first time for a two layer media, which
can be extended to a multilayer media.

Utilizing the local thermal nonequilibrium model of porous me-
dia theory, exact solutions for the tissue and blood temperature
distributions in each layer are established, for the first time, for
two primary tissue/organ models representing isolated and uni-
form temperature conditions. Each layer can have its own proper-
ties independent of the other layer. These exact solutions can be
utilized for different types of tissues and organs considering each
layer’s effective parameters such as the vascular volume fraction,
tissue matrix permeability and size, blood pressure and velocity,
metabolic heat generation, and also imposed heat flux and body
core temperature. As a result, the current models for temperature
prediction during thermal therapies can be modified to present a
more accurate temperature distribution within healthy and dis-
eased cells.

2 Modeling and Formulation

2.1 Problem Description. Biological media usually consist
of blood vessels, cells, and interstitial space, which can be catego-
rized as vascular and extravascular regions �Fig. 1�a��. As such, a
biological structure can be modeled as a porous matrix, including
cells and interstitial space, called tissue, in which the blood infil-
trates through. In this work, a dual layer, which can be expanded
to a multilayer, biological media subject to an imposed heat flux,
as in hyperthermia, while incorporating blood and tissue local heat
exchange, is investigated. The blood and tissue temperature pro-
files in each layer are established analytically, incorporating the
effects of the imposed heat flux, blood and tissue physical prop-
erties, arterial blood velocity, volume fraction of the vascular
space and geometrical properties of the biological structure, inter-
nal heat generation within the tissue �e.g., metabolic heat genera-
tion� at each layer, and the heat penetration depth. The analysis is
performed for two primary conditions, namely, isolated core re-
gion and uniform core temperature conditions. For the first model,
a thermally isolated boundary condition exists at a depth of �D1
+D2� from the surface of the tissue, where D1 is the thickness of
the layer exposed to the heat flux and D2 is the thickness of the
adjacent layer. This model is also applicable as a symmetry ther-
mal boundary condition, in which the heat flux is imposed from
both sides of the organ �Fig. 1�b��. The second primary model is
based on the physical representation of the core tissue/organ at a
prescribed temperature value at depth �D1+D2� through imposi-
tion of a uniform temperature at that depth. Flow is considered to
be hydraulically and thermally developed. Natural convection and

radiation are assumed to be negligible and thermodynamic prop-
erties of the tissue and blood are considered to be temperature
independent over the range of temperature variations considered
in bioheat transport applications.

2.2 Physical Description of Governing Equations and
Boundary Conditions. The anatomic structure is modeled as a
porous medium consisting of the blood and the tissue �solid ma-
trix� phases. The governing energy equations for the blood and
tissue phases incorporating internal heat sources �e.g., metabolic
reactions� and local thermal nonequilibrium conditions, developed
based on the theory of porous media �26–37�, are represented in
Ref. �7�. The imposed heat flux at the organ’s surface can be
represented under the local thermal nonequilibrium conditions, in
which the flux is divided between the two tissue and blood phases
based on their effective thermal conductivity and temperature gra-
dient. The temperature at the tissue/organ surface subject to im-
posed heat flux is likely to be uniform and the same as those of the
tissue solid matrix and the blood adjacent the organ surface
�7,33,36,37�.

The external heat flux influences the tissue within a depth of
D1+D2. As discussed earlier, two primary models are investigated
for the boundary condition at the depth of D1+D2 from the sur-
face, which is subject to a given heat flux. These are the �i� iso-
lated core region and �ii� uniform core temperature �Tc� at a depth
�D1+D2�, as shown in Fig. 1. The value of the uniform tempera-
ture �Tc� can be assigned as the body core temperature or a safe
temperature so as not to damage the healthy tissues. At the inter-
face of the layers, the continuity of temperature and flux is valid.
The tissue and blood temperatures at the interface of the layers
�Tt,i and Tb,i� should be evaluated by solving the governing equa-
tions in each layer and applying the boundary conditions.

2.3 Normalization. The governing equations are normalized
by utilizing the following nondimensional variables �j is a layer
indicator, which is either 1 or 2 for the first or second tissue layer,
respectively�:

� =
y

D1
, �b,j =

kt,eff,1��Tb,j�b − Ts�
qsD1

, �t,j =
kt,eff,1��Tt,j�t − Ts�

qsD1

� j =
�1 − � j�D1q̇gen,j

qs
, Bij =

htb,jatb,jD1
2

kt,eff,1
, � =

kb,eff,1

kt,eff,1
�1�

�t =
kt,eff,2

kt,eff,1
, �b =

kb,eff,2

kt,eff,1
, D =

D1

D2

where parameters �Tb�b, �Tt�t, kb,eff, kt,eff, and � represent the in-
trinsic phase average blood and tissue temperatures, blood and
tissue effective thermal conductivities, and porosity �the volume
fraction of the vascular space�, respectively. The blood-tissue in-
terfacial heat transfer coefficient is represented by htb and the
specific surface area by atb, and q̇gen is the heat generation within
the biological tissue �e.g., metabolic heat generation� �7�. The Biot
number Bi in this case represents the ratio of the conduction re-
sistance within the tissue matrix to the thermal resistance associ-
ated with the internal convective heat exchange between the tissue
matrix and the blood phase.

2.4 Governing Equations and Boundary Conditions. Bio-
logical tissues differ from each other in both their porous features
and compositions. Therapeutic approaches can be optimized
through understanding a range of phenomena including the re-
sponse of tissues under different physiological conditions. Tissue
usually consists of blood vessels, cells, and interstitial space,
which can be, categorized as vascular and extravascular regions.
The properties of tissues can be approximated based on the as-
sumption that it is a homogeneous porous medium. Direct mea-
surement of the properties of tissues is difficult. Efforts have been
devoted to the characterization of the pertinent parameters. The
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obtained analytical expressions offer a versatile approach by al-
lowing incorporation of variations in the representative volume
fraction as well as various physical attributes. Some prior inves-
tigations have been performed based on the assumption that the
arterial wall layers/tissues are porous structures with physical
properties, which can be identified using the pore theory described
by Khakpour and Vafai �41�. The properties for various layers can
be based upon appropriate pore theory �41,42�, fiber matrix mod-
els �42–47�, and in vivo and in vitro experiments. The governing
equations given by Mahjoob and Vafai �7� can be casted as
follows:

First layer (with an imposed heat flux at the top):

�
�4�b,1

��4 − Bi1�1 + k�� �2�b,1

��2 � = � �2�

�
�4�t,1

��4 − Bi1�1 + k�� �2�t,1

��2 � = � �3�

Second layer (with an isolated or uniform temperature region at
the bottom):

�b

�4�b,2

��4 − Bi2�1 +
�b

�t
� �2�b,2

��2 = �� �4�

�b

�4�t,2

��4 − Bi2�1 +
�b

�t
� �2�t,2

��2 = �� �5�

where in model I �isolated core region�

� = − Bi1�1 + �f1 + g1� �6�

Fig. 1 Schematic diagram of „a… the multilayer tissue-vascular system, „b… model I „pe-
ripheral heat flux or isolated core region…, and „c… model II „uniform core temperature…
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�� =
DBi2

�t
��f1 + g1� �7�

and in model II �uniform core temperature�

� = − Bi1�1 + ��b,i + �t,i� �8�

�� = Bi2	− D2�1 +
�b

�t
��c +

D�D�b + ��
�t

�b,i +
D�D�t + 1�

�t
�t,i


�9�

and

f1 = � ��b,1

��
�

�=1

�10�

g1 = � ��t,1

��
�

�=1

�11�

�c =
kt,eff,1�Tc − Ts�

qsD1
�12�

�b,i =
kt,eff,1�Tb,i − Ts�

qsD1
�13�

�t,i =
kt,eff,1�Tt,i − Ts�

qsD1
�14�

Furthermore, the normalized boundary conditions are presented
for each model as follows. Additional boundary conditions to
solve the obtained fourth order blood/tissue energy equations
�Eqs. �2�–�9�� can be obtained by evaluating the second or third
order derivatives of �b and �t at the boundaries. This results in the
following set of boundary conditions for each model:

Boundary conditions:

�b,1��=0 = �t,1��=0 = 0 �15�

�b,1��=1 = �b,2��=1 = �b,i �16�

�t,1��=1 = �t,2��=1 = �t,i �17�

� �2�t,1

��2 �
�=0

= − �1 �18�

� �2�t,1

��2 �
�=1

= − �1 + Bi1��t,i − �b,i� �19�

� �2�t,2

��2 �
�=1

=
− 1

�t
��2 + Bi2��b,i − �t,i�� �20�

��
��b,1

��
�

�=1
+ � ��t,1

��
�

�=1

= �b� ��b,2

��
�

�=1

+ �t� ��t,2

��
�

�=1

�21�
The other normalized boundary conditions for the two primary

models are as follows:
For model I (isolated core region):

� �2�b,1

��2 �
�=0

=
1

�
�1 + �1 + �f1 + g1� �22�

� �2�b,1

��2 �
�=1

=
1

�
�1 + �1 + �f1 + g1 + Bi1��b,i − �t,i�� �23�

� �2�b,2

��2 �
�=1

=
1

�b
�− D��f1 + g1� + �2 + Bi2��b,i − �t,i�� �24�

� ��b,2

��
�

�=1+1/D
= � ��t,2

��
�

�=1+1/D
= 0 �25�

� �3�b,2

��3 �
�=1+1/D

= � �3�t,2

��3 �
�=1+1/D

= 0 �26�

and for model II (uniform core temperature):

� �2�b,1

��2 �
�=0

=
1

�
�1 + �1 + ��b,i + �t,i� �27�

� �2�b,1

��2 �
�=1

=
1

�
�1 + �1 + �� + Bi1��b,i + �1 − Bi1��t,i� �28�

� �2�b,2

��2 �
�=1

=
1

�b
�
Bi2 − D�D�b + ����b,i

− 
Bi2 + D�D�t + 1���t,i + �2� + D2�1 +
�t

�b
��c

�29�

�b,2��=1+1/D = �t,2��=1+1/D = �c �30�

� �2�b,2

��2 �
�=1+1/D

= − D�D +
�

�b
��b,i −

D

�b
�D�t + 1��t,i

+ D2�1 +
�t

�b
��c +

�2

�b
�31�

� �2�t,2

��2 �
�=1+1/D

= −
�2

�t
�32�

2.5 Blood, Tissue, and Surface Temperature Fields. Blood
and tissue phase temperature distributions can be obtained by
solving the governing equations and utilizing the Neumann and
Dirichlet boundary conditions. After a lengthy analysis, the blood
and tissue temperature profiles are obtained as follows �for brev-
ity, the volume averaging sign �� �� is dropped�.

2.5.1 Model I: Isolated Core Region

2.5.1.1 First layer.

�b,1 =
1

1 + �
��

2

�1 + �f1 + g1�� − �1 − 2��b,i − 2�t,i + �f1 + g1��

−
1 + �1 + ���1 + �f1 + g1

�1 + ��Bi1
	1 −

e�� + e��1−��

1 + e� 

+ ��b,i − �t,i�

e��1+�� − e��1−��

e2� − 1
� �33�

�t,1 =
1

1 + �
��

2

�1 + �f1 + g1�� − �1 − 2��b,i − 2�t,i + �f1 + g1��

+
��1 + �1 + ���1 + �f1 + g1�

�1 + ��Bi1
	1 −

e�� + e��1−��

1 + e� 

− ���b,i − �t,i�

e��1+�� − e��1−��

e2� − 1
� �34�

where

� = �Bi1�1 + ��/� �35�

The blood �b,i and tissue �t,i temperatures at the interface would
be evaluated after obtaining their corresponding temperature pro-
files in the second layer. Terms f1 and g1 can be evaluated based
on their definition �Eqs. �10� and �11�� and the obtained blood and
tissue temperature profiles in the first layer. This results in
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f1 =
1

1 + �
� 
2 + �1 + ���1 + 2��b,i + 2�t,i��e� − 1�

���1 + e��

+ ���b,i − �t,i�
e2� + 1

e2� − 1
+ 1 + 2��b,i + 2�t,i� �36�

g1 =
− 1

1 + �
� 
2 + �1 + ���1 + 2��b,i + 2�t,i��e� − 1�

��1 + e��

+ ����b,i − �t,i�
e2� + 1

e2� − 1
− 1 − 2��b,i − 2�t,i� �37�

Substituting f1 and g1 in Eqs. �33� and �34� gives

�b,1 =
1

1 + �
��
�1 + ��b,i + �t,i�� − 1� + ��b,i − �t,i�

e��1+�� − e��1−��

e2� − 1

−
2�1 + ��b,i + �t,i� + �1 + ���1

�1 + ��Bi1
	1 −

e�� + e��1−��

1 + e� 
� �38�

�t,1 =
1

1 + �
��
�1 + ��b,i + �t,i�� − 1� − ���b,i

− �t,i�
e��1+�� − e��1−��

e2� − 1
+

��2�1 + ��b,i + �t,i� + �1 + ���1�
�1 + ��Bi1

		1 −
e�� + e��1−��

1 + e� 
� �39�

As such, the temperature difference between the tissue and
blood phases and the blood mean temperature can be written as


�1 = �t,1 − �b,1 = ��b,i − �t,i�
e��1−�� − e��1+��

e2� − 1

+
2�1 + ��b,i + �t,i� + �1 + ���1

�1 + ��Bi1
	1 −

e�� + e��1−��

1 + e� 

�40�

�b,1,m = �2�2 + 2��b,i + 2�t,i + �1 + ���1�
�3��1 + ��

+
�b,i − �t,i

��1 + ���� e� − 1

e� + 1
�

+
− 1 + 2��b,i + 2�t,i

6�1 + ��
−

1

�2��1 + ��

	
2 + 2��b,i + 2�t,i + �1 + ���1� �41�

2.5.1.2 Second layer.

�b,2 =
1

��b + �t�
��1 + 2��b,i + 2�t,i�	�− D

2
� + D + 1�� − 1 −

D

2

+
D�t

2

Bi2��b + �t�

 + �t��b,i − �t,i +

�2

Bi2

−
D�t�1 + 2��b,i + 2�t,i�

Bi2��b + �t�
�� e����−1� + e���1+�2/D�−��

e2��/D + 1
�

+ �b�b,i + �t�t,i −
�t�2

Bi2
� �42�

�t,2 =
1

��b + �t�
��1 + 2��b,i + 2�t,i�	�− D

2
� + D + 1�� − 1 − D/2

−
D�b�t

Bi2��b + �t�

 − �b��b,i − �t,i +

�2

Bi2

−
D�t�1 + 2��b,i + 2�t,i�

Bi2��b + �t�
�� e����−1� + e���1+�2/D�−��

e2��/D + 1
�

+ �b�b,i + �t�t,i +
�b�2

Bi2
� �43�

where

�� =��b + �t

�b�t
Bi2 �44�

Based on the above results, the temperature difference between
the tissue and blood phases for the second layer is obtained as


�2 = �t,2 − �b,2 = − ��b,i − �t,i +
�2

Bi2
−

D�t�1 + 2��b,i + 2�t,i�
Bi2��b + �t�

�
	� e����−1� + e���1+�2/D�−��

e2��/D + 1
� −

D�t�1 + 2��b,i + 2�t,i�
Bi2��b + �t�

+
�2

Bi2

�45�

Finally, the mean blood temperature for the second layer can be
written as

�b,2,m = D�t�Bi2��b + �t���b,i − �t,i� − D�t�1 + 2��b,i + 2�t,i� + ��b + �t��2

��Bi2��b + �t�2 � e2��/D − 1

e2��/D + 1
+ �1 + 2��b,i + 2�t,i�	 1

3D��b + �t�
+

D�t
2

Bi2��b + �t�2

+

�b�b,i + �t�t,i

�b + �t
−

�t�2

Bi2��b + �t�
�46�

2.5.1.3 Interface blood and tissue temperatures. To evaluate the blood and tissue temperatures at the interface of the layers ��b,i and
�t,i�, two equations are required. One of these equations is obtained based on the fully developed temperature profile subject to a
uniform heat flux on one side and an insulated condition on the other side. This results in

1 + 2��b,i + 2�t,i =
��cpua�1D1D2�1 − �2�q̇gen,2 − ��cpua�2D2�qs + D1�1 − �1�q̇gen,1�

qs���cpua�2D2 + ��cpua�1D1�
�47�
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The other equation is obtained by utilizing the derived analyti-
cal solution for a single layer �7�. The temperature profiles for the
blood and tissue phases in a double layer �present work� are taken
to be the same as those in a single layer �7�, within the distance of
D1 from the surface subject to an imposed heat flux. Rewriting the
developed equations for a single layer �7� in the present coordi-
nate system �0���1+ �1 /D�� gives

�t,i − �b,i =

D1

�D1 + D2�
+ �1 + ���1

�1 + ��Bi1
�1 −

e� + e��1+�2D2/D1��

1 + e2��1+�D2/D1�� �
�48�

The above two equations �Eqs. �59� and �60�� result in

�t,i =
1

2�1 + ��
� ��cpua�1D1D2�1 − �2�q̇gen,2 − ��cpua�2D2�qs + D1�1 − �1�q̇gen,1�

qs���cpua�2D2 + ��cpua�1D1�

+ 2�
D1 + �1 + ���D1 + D2��1

�1 + ���D1 + D2�Bi1
�1 −

e� + e��1+�2D2/D1��

1 + e2��1+�D2/D1�� � − 1� �49�

�b,i =
1

2�1 + ��	 ��cpua�1D1D2�1 − �2�q̇gen,2 − ��cpua�2D2�qs + D1�1 − �1�q̇gen,1�
qs���cpua�2D2 + ��cpua�1D1�

− 1
 −
D1 + �1 + ���D1 + D2��1

�1 + ��2�D1 + D2�Bi1
�1 −

e� + e��1+�2D2/D1��

1 + e2��1+�D2/D1�� �
�50�

The dimensional blood mean temperature and the body organ surface temperature, which is subject to an imposed heat flux, are
derived to be

Tb,1,m =
qs + �1 − �1�D1q̇gen,1 + D2�1 − �2�q̇gen,2

��cpua�2D2 + ��cpua�1D1
x + Ta,1 �51�

Tb,2,m =
qs + D1�1 − �1�q̇gen,1 + �1 − �2�D2q̇gen,2

��cpua�2D2 + ��cpua�1D1
x + Ta,2 �52�

Ts = −
qsD1

kt,eff,1
�� 4�e� − 1�

�3��e� + 1�
+

1

3
−

2

�2�
� ��cpua�1D1�− qs + D2�1 − �2�q̇gen,2� − ��cpua�2D2�2qs + D1�1 − �1�q̇gen,1�

2qs�1 + �����cpua�2D2 + ��cpua�1D1�

+ �2�2 + �1 + ���1�
�3��1 + ��

−
D1 + �1 + ���D1 + D2��1

��1 + ��2�D1 + D2�Bi1
�1 −

e� + e��1+�2D2/D1��

1 + e2��1+�D2/D1�� ��� e� − 1

e� + 1
� −

1

6�1 + ��
−

2 + �1 + ���1

�2��1 + ��
�

+
qs + �1 − �1�D1q̇gen,1 + D2�1 − �2�qgen,2

��cpua�2D2 + ��cpua�1D1
x + Ta,1 �53�

The Nusselt number can be represented as

Nus =
hsDh

kb,eff,1
=

− 2

��b,1,m
�1 +

1

D
�

=

− 2

�
�1 +

1

D
�

��2�2 + 2��b,i + 2�t,i + �1 + ���1�
�3��1 + ��

+
�b,i − �t,i

��1 + ���� e� − 1

e� + 1
� +

− 1 + 2��b,i + 2�t,i

6�1 + ��
−

1

�2��1 + ��
�2 + 2��b,i + 2�t,i + �1 + ���1��

�54�

2.5.2 Model II: Uniform Core Temperature

2.5.2.1 First layer.

�b,1 =
1

�1 + �����b,i + �t,i + 1

2
�2 +

��b,i + �t,i − 1

2
� −

1

Bi1
���b,i + �t,i + 1

1 + �
+ �1�	1 −

�e�� + e��1−���
�1 + e�� 


+ ��b,i − �t,i�
e��1+�� − e��1−��

e2� − 1
� �55�

�t,1 =
1

�1 + �����b,i + �t,i + 1

2
�2 +

��b,i + �t,i − 1

2
� +

�

Bi1
���b,i + �t,i + 1

1 + �
+ �1�	1 −

�e�� + e��1−���
�1 + e�� 


− ���b,i − �t,i�
e��1+�� − e��1−��

e2� − 1
� �56�

where

� = �Bi1�1 + ��/� �57�

and
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�1 = �t,1 − �b,1 =
1

Bi1
���b,i + �t,i + 1

1 + �
+ �1�	1 −

�e�� + e��1−���
�1 + e�� 
 − ��b,i − �t,i�

e��1+�� − e��1−��

e2� − 1
�58�

�b,1,m =
1

�1 + ������b,i + �t,i + 1�� 5

12
−

1

Bi1�1 + ��	1 −
2�e� − 1�
��1 + e��
� −

�1

Bi1
	1 −

2�e� − 1�
��1 + e��
 +

��b,i − �t,i��e� − 1�
��1 + e��

−
1

2
� �59�

2.5.2.2 Second layer.

�b,2 =
A�e���1+�2/D�−�� − e����−1�� + B�e���1+�1/D�−�� − e����1/D�−1+���

�e�2��/D� − 1�
+ �D2

2
�c −

D�D�b + ��
2��b + �t�

�b,i −
D�D�t + 1�
2��b + �t�

�t,i��2

+ 	D�0.5 − D��c +
�b,i

�b + �t
�− �bD + �D + 0.5��D�b + �1�� +

�t,i

�b + �t
�− D�t + �D + 0.5��D�t + 1��
�

− �c� D2�t
2

Bi2��b + �t�
+

D

2
�1 − D�� +

�b,i

�b + �t�−
D�b�t�D�b + ��

Bi2��b + �t�
+

D�t�D�b + ��
Bi2

+

�b�1 + D� −
�1 + D�

2
�D�b + �� �

+
�t,i

�b + �t
�−

D�b�t�D�t + 1�
Bi2��b + �t�

+
D�t�D�t + 1�

Bi2
−

�1 + D�
2

�D�t + 1� + �t�1 + D�� −
�t�2

Bi2��b + �t�
�60�

�t,2 =
A��e���1+�2/D�−�� − e����−1�� + B��e���1+�1/D�−�� − e����1/D�−1+���

�e�2��/D� − 1�
+ �D2

2
�c −

D�D�b + ��
2��b + �t�

�b,i −
D�D�t + 1�
2��b + �t�

�t,i��2

+ 	D�0.5 − D��c +
�b,i

�b + �t
�− �bD + �D + 0.5��D�b + �1�� +

�t,i

�b + �t
�− D�t + �D + 0.5��D�t + 1��
� + �c� D2�b�t

Bi2��b + �t�
+

D

2
�D − 1��

−
�b,i

�b + �t�
D�b�t�D�b + ��

Bi2��b + �t�
+

D�D�b + ��
2

−

�b�1 + D� +
D�b + �

2
� −

�t,i

�b + �t
�D�b�t�D�t + 1�

Bi2��b + �t�
+

D�D�t + 1�
2

+
D�t + 1

2
− �t�1 + D�� +

�b�2

Bi2��b + �t�
�61�


�2 = �t,2 − �b,2 =
A��e���1+�2/D�−�� − e����−1�� + B��e���1+�1/D�−�� − e����1/D�−1+���

�e�2��/D� − 1�
+

�tD
2

Bi2
�c −

D�t�D�b + ��
Bi2��b + �t�

�b,i −
D�t�D�t + 1�
Bi2��b + �t�

�t,i +
�2

Bi2

�62�

where

A =
�t

�b + �t
	 �tD

2

Bi2
�c + �1 −

D�t�D�b + ��
Bi2��b + �t�

��b,i

− �1 +
D�t�D�t + 1�
Bi2��b + �t�

��t,i +
�2

Bi2

 �63�

B =
�t

��b + �t�Bi2
	− �tD

2�c +
D�t�D�b + ��

��b + �t�
�b,i +

D�t�D�t + 1�
��b + �t�

�t,i

− �2
 �64�

A� =
�t

�b + �t
	−

�bD
2

Bi2
�c + �−

�b

�t
+

D�b�D�b + ��
Bi2��b + �t�

��b,i

+ � �b

�t
+

D�b�D�t + 1�
Bi2��b + �t�

��t,i −
�b�2

Bi2�t

 �65�

B� =
�t

�b + �t
	 �bD

2

Bi2
�c −

D�b�D�b + ��
Bi2��b + �t�

�b,i −
D�b�D�t + 1�
Bi2��b + �t�

�t,i

+
�b�2

Bi2�t

 �66�

A� = −
�tD

2

Bi2
�c + �D�t�D�b + ��

Bi2��b + �t�
− 1��b,i + �D�t�D�t + 1�

Bi2��b + �t�
+ 1��t,i

−
�2

Bi2
�67�

B� =
�tD

2

Bi2
�c −

D�t�D�b + ��
Bi2��b + �t�

�b,i −
D�t�D�t + 1�
Bi2��b + �t�

�t,i +
�2

Bi2
�68�

�� =��b + �t

�b�t
Bi2 �69�

2.5.2.3 Interface blood and tissue temperatures. Blood and
tissue temperatures at the interface of the layers ��b,i and �t,i� can
be evaluated by utilizing the boundary condition given by Eq.
�21�, the derived analytical solution for one layer hyperthermia for
the equivalent case �7�, and the derived profiles for blood and
tissue in each layer. This results in
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�t,i =
1

2�1 + �� + D��b + �t�� �2� + D�b�	�1 + ����c + �1�1 +
1

D
�2� +

1

D
+ 1


�1 + ��Bi1�1 +
1

D
�2 �1 −

e� + e�/D

1 + e��1+�1/D��� + D��b + �t��c − 1� �70�

�b,i =
1

2�1 + �� + D��b + �t��−

�2 + D�t�	�1 + ����c + �1�1 +
1

D
�2� +

1

D
+ 1


�1 + ��Bi1�1 +
1

D
�2 �1 −

e� + e�/D

1 + e��1+�1/D��� + D��b + �t��c − 1� �71�

The dimensional blood mean temperature, body organ surface temperature, and heat exchange rate represented by a Nusselt number
at the body organ surface, which is subjected to an imposed heat flux, are derived to be

Tb,1,m =
qsx

��cpua�1D1�2�1 + ��+
D��b + �t�

��D��b + �t��1 + �1 + ���c� + � + 1 + D��b − ��t�� �1 + ����c + �1�1 +
1

D
�2� +

1

D
+ 1

�1 + ��Bi1�1 +
1

D
�2 �

	 �1 −
e� + e�/D

1 + e��1+�1/D���� +
�1 − �1�q̇gen,1

��cpua�1
x + Ta,1 �72�

Tb,2,m =
qsx

��cpua�2D2�2�1 + ��+
D��b + �t�

��D��b + �t��1 + �1 + ���c� + � + 1 + D��b − ��t�� �1 + ����c + �1�1 +
1

D
�2� +

1

D
+ 1

�1 + ��Bi1�1 +
1

D
�2 �

	 �1 −
e� + e�/D

1 + e��1+�1/D���� +
�1 − �2�q̇gen,2

��cpua�2
x + Ta,2 �73�

Ts =
qsx

��cpua�1D1�2�1 + �� + D��b + �t���D��b + �t��1 + �1 + ���c� + � + 1 + D��b − ��t�� �1 + ����c + �1�1 +
1

D
�2� +

1

D
+ 1

�1 + ��Bi1�1 +
1

D
�2 �

	 �1 −
e� + e�/D

1 + e��1+�1/D���� −
qsD1

kt,eff,1�1 + ���
� 5

12
−

1

Bi1�1 + ��	1 −
2�e� − 1�
��1 + e��
� −

�1

Bi1
	1 −

2�e� − 1�
��1 + e��


−
	�1 + ����c + �1�1 +

1

D
�2� +

1

D
+ 1
�1 −

e� + e�/D

1 + e��1+�1/D����e� − 1�

�1 + ���Bi1�1 + e���1 +
1

D
�2 −

1

2� +
�1 − �1�q̇gen,1

��cpua�1
x + Ta,1 �74�

Nus =
hsDh

kb,eff,1

=
− 2

��b,1,m
�1 +

1

D
�

=

− 2

�
�1 +

1

D
�

1

�1 + ���
� 5

12
−

1

Bi1�1 + ��
	1 −

2�e� − 1�

��1 + e��

� −

�1

Bi1
	1 −

2�e� − 1�

��1 + e��

 −

	�1 + ����c + �1�1 +
1

D
�2� +

1

D
+ 1
�1 −

e� + e�/D

1 + e��1+�1/D����e� − 1�

�1 + ���Bi1�1 + e���1 +
1

D
�2

−
1

2�
�75�

where
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 =
1

2�1 + �� + D��b + �t��D��b + �t��1 + �1 + ���c� + � + 1 + D��b − ��t�� �1 + ����c + �1�1 +
1

D
�2� +

1

D
+ 1

�1 + ��Bi1�1 +
1

D
�2 �

	 �1 −
e� + e�/D

1 + e��1+�1/D���� �76�

2.6 Simplified Solution. A simplified solution can be ob-
tained by assuming thermal equilibrium between the blood and
tissue phases, i.e., �1=�b,1=�t,1 and �2=�b,2=�t,2. Adding the en-
ergy equations and utilizing the boundary conditions �Eqs.
�15�–�32��, and following the same procedure described for the
nonequilibrium model, the blood and tissue temperature distribu-
tions and the Nusselt number are obtained as follows:

For model I (isolated core region):

�b,1 = �t,1 =
�

1 + �
��1 + �1 + ���i�� − 1� �77�

�b,2 = �t,2 =
1 + 2�1 + ���i

2��b + �t�
	D�− � + 2�1 +

1

D
��� − D − 2
 + �i

�78�
where

�i =
��cpua�1D1�− qs + q̇gen,2�1 − �2�D2� − ��cpua�2D2�2qs + q̇gen,1�1 − �1�D1�

2qs�1 + �����cpua�1D1 + ��cpua�2D2�
�79�

and

Fig. 2 Comparison of the temperature profiles obtained from double layer analytical solution with similar properties
„utilizing two equation modeling… with those obtained from a single layer model †7‡ for blood and tissue phases with model
I „isolated core region… for �=0.111, �b=0.111, �t=1, ε1=ε2=0.1 and Bi1=Bi2=10, „a… D=1, „b… D=2, and „c… D=1/2
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�b,1,m =
1

3
�i −

1

6�1 + ��
�80�

�b,2,m = �1 +
2�1 + ��

3��b + �t�D
��i +

1

3��b + �t�D
�81�

T1,m =
qs + q̇gen,1�1 − �1�D1 + q̇gen,2�1 − �2�D2

��cpua�1D1 + ��cpua�2D2
x + Ta,1 �82�

T2,m =
qs + q̇gen,1�1 − �1�D1 + q̇gen,2�1 − �2�D2

��cpua�1D1 + ��cpua�2D2
x + Ta,2 �83�

Ts =
qs + D1�1 − �1�q̇gen,1 + q̇gen,2�1 − �2�D2

��cpua�1D1 + ��cpua�2D2
x +

qsD1

6�1 + ��kt,eff,1
+ Ta,1

−
D1

3kt,eff,1
� ��cpua�1D1�− qs + q̇gen,2�1 − �2�D2� − ��cpua�2D2�2qs + q̇gen,1�1 − �1�D1�

2�1 + �����cpua�1D1 + ��cpua�2D2�
� �84�

Nus =
hsDh

kb,eff,1
=

− 2

��b,1,m
�1 +

1

D
� =

12qs

�1 + ��
�

���cpua�1D1 + ��cpua�2D2��1 +
1

D
�

��cpua�1D1�2qs − q̇gen,2�1 − �2�D2� + ��cpua�2D2�3qs + q̇gen,1�1 − �1�D1�
�85�

and for model II (uniform core temperature):

�b,1 = �t,1 =
�

1 + �
��1 + �1 + ���i��� + 1

2
� − 1� �86�

Fig. 3 Comparison of the temperature profiles obtained from double layer analytical solution with similar properties
„utilizing one equation modeling… with those obtained from a single layer model †7‡, for model I „isolated core region… with
�=0.111, �b=0.111, �t=1, ε1=ε2=0.1 and Bi1=Bi2=10, „a… D=1, „b… D=2, and „c… D=1/2
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�b,2 = �t,2 =
D��� − 2�

2
�D��c − �i� −

1 + �

�b + �t
�i� +

�

2
�D��c − �i� +

1 + �

�b + �t
�i� +

D�D − 1�
2

��c − �i� + �1 −
1 + D

2

1 + �

�b + �t
��i �87�

where

�i =
D��b + �t��c − 1

D��b + �t� + 2�1 + ��
�88�

and

�b,1,m =
5

12
�i −

1

12�1 + ��
�89�

�b,2,m =
5

12
�c + � 7

12
+

1 + �

12D��b + �t�
��i �90�

T1,m =
1

��cpua�1D1
� D��b + �t��c − 1

D��b + �t� + 2�1 + ��
qs�1 + ��

+ qs + q̇gen,1�1 − �1�D1�x + Ta,1 �91�

T2,m =
1

��cpua�2D2

	� 1 − D��b + �t��c

D��b + �t� + 2�1 + ��
qs�D��b + �t� + � + 1�+

qsD��b + �t��c + q̇gen,2�1 − �2�D2
�x + Ta,2

�92�

Ts =
x

��cpua�1D1
�qs�1 + ���D��b + �t��c − 1�

D��b + �t� + 2�1 + ��
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qsD1
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D��b + �t� + 2�1 + ��
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1
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� + Ta,1 �93�

Nus =
hsDh

kb,eff,1
=

− 2

��b,1,m
�1 +

1

D
� =
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�
�1 +

1

D
�

5�D��b + �t��c − 1�
D��b + �t� + 2�1 + ��

−
1

1 + �

�94�

3 Results and Discussions
The presented analytical expressions allow for incorporating

variations in the representative volume fraction as well as various
physical attributes. Comparing temperature profiles for any of the
single layers with the available data in the literature provided
detailed validations. Exact solutions for forced convective flow
through a channel filled with a porous medium and subject to an
imposed heat flux �which is equivalent to the isolated core region
model without a metabolic heat generation� were presented in the
works of Lee and Vafai �33� and Marafie and Vafai �37�. As such,
the tissue and blood temperature profiles were compared with ana-
lytical correlations obtained by Lee and Vafai �33�. The tempera-
ture distributions were found to be in excellent agreement for both
phases with the results presented by Lee and Vafai �33� for a
variety of blood-tissue interstitial heat exchange parameters. The
blood and tissue temperature profiles were also found to be in
excellent agreement with the analytical and numerical results of
Marafie and Vafai �37�. Numerical results based on an implicit,

pressure-based, cell-centered finite volume method, second order
upwinding and under relaxation, was also compared with the ob-
tained analytical temperature distribution for single layer model
for both isolated and uniform core temperature condition models.
These comparisons were found to be in excellent agreement and
were presented in some detail in the works of Mahjoob and Vafai
�7�. The temperature profiles obtained from the present analytical
correlations can effectively predict the tissue and blood tempera-
tures. The temperature distribution is very crucial for an effective
thermal therapy such as hyperthermia cancer treatment. Based on
the cited values in the literature �26�, a typical volume fraction of
0.1 for the vascular system is utilized. However, the present es-
tablished analytical expressions allow for incorporating variations
in the representative volume fraction as well as various physical
attributes. Figures 2�a�–2�c� represent the blood and tissue tem-
perature profiles for a dual layer region, incorporating isolated
core region for different layer thickness ratio �D�. Since the physi-
cal properties of both layers is the same, the profiles have been
compared with the profiles obtained from the exact solutions for a
single layer with equivalent properties �7�. The comparison indi-

Fig. 4 Comparison of the temperature profiles obtained from
the first layer of the double layer analytical solution with those
obtained from a single layer model †7‡ for model II „uniform
core temperature… with �=0.111, �b=0.111, �t=1, ε1=ε2=0.1,
and Bi1=Bi2=10, utilizing „a… two equation and „b… one equation
models
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cates an excellent agreement in all cases. In Figs. 3�a�–3�c�, the
temperature profiles for each layer of the double layer analytical
solution �utilizing one equation model� are compared with those
obtained for the single layer model �7�, for model I �isolated core
region�, under equivalent conditions. The comparisons also indi-
cate a very good agreement.

The temperature profiles obtained from model II �uniform core
temperature� are presented in Fig. 4. Tissue and blood temperature
profiles obtained for the first of the double layer analytical solu-
tion �utilizing the two equation model� are compared with those
obtained for the single layer model �7� under the equivalent con-
ditions. The comparison displays a very good agreement. Com-
parison is also done for the case of one equation model, further
validating the present analytical solution �Fig. 4�b��.

Figure 5 displays the effect of vascular volume fraction on the
blood and tissue temperature profiles in a dual layer biological
media. An increase in the volume fraction, in the cases with uni-
form vascular volume fraction in both layers, results in a more
uniform temperature profile through the layers, possibly leading to
a more effective hyperthermia treatment. It should be noted that a
change in the vascular volume fraction also translates in a change
in the blood and tissue effective thermal conductivities. The body
regulates the temperature during hyperthermia treatment by utiliz-
ing the arterial blood, while modifying the vascular volume frac-
tion of the biological structure. The natural body thermal regula-
tion system increases or decreases the vascular volume fraction of
the biological structure when exposed to a higher or lower tem-
perature, respectively. The physical attributes obtained from this
analytical solution can be used to improve the efficiency of ther-
mal therapy techniques. An increase in the vascular volume frac-

tion of the second layer increases the nonuniformity in tempera-
ture profiles. However, the tissue and blood temperature
uniformity is more prominently affected by the vascular volume
fraction of the first layer, which is subject to the imposed heat
flux.

Figure 6 represents the effect of metabolic heat generation on
the blood and tissue temperature profiles. As can be seen the meta-
bolic heat generation has more pronounced effect on the nondi-
mensional blood phase since temperature rise in the tissue phase
and organ’s surface is higher than that of the blood phase. As
such, a larger heat generation ratio results in higher temperatures
in the organ as well as the blood within it and more distinct
temperature nonuniformity. The effect of variable heat generation
on the biological layers is also presented in Fig. 6. In the previous
works by authors, the effects of thermal conductivities of the tis-
sue and blood phases and the nondimensional Biot number �Bi�
have been discussed extensively �7,33,48–50�.

4 Conclusions
A detailed analysis of bioheat transport through dual layer bio-

logical media is presented in this work for the first time. These
analytical solutions enable an understanding of heat transfer pro-
cesses and temperature distributions within biological media,
which are key issues in thermal therapy techniques. The compre-
hensive analytical solutions represent the blood and tissue tem-
perature distributions as well as the Nusselt number correlations
for two primary conditions, namely, isolated core region and uni-
form core temperature. The analytical solutions encompass vari-
ous pertinent parameters such as the volume fraction of the vas-

Fig. 5 The effect of vascular volume fraction variation in bio-
logical layers, for model I „isolated core region…, for similar
blood and tissue properties in the layers, D=1, Bi1=Bi2=10,
�1 / „1−ε1…=�2 / „1−ε2…=0.55, „a… tissue phase, „b… blood phase

Fig. 6 The effect of metabolic heat generation in biological
layers, for model I „isolated core region…, for similar blood and
tissue properties in the layers, D=1, �=0.111, �b=0.111, �t=1,
ε1=ε2=0.1, Bi1=Bi2=10, „a… tissue phase, „b… blood phase
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cular system, the blood and tissue thermal conductivities,
interfacial blood-tissue heat exchange, metabolic heat generation,
tissue/organ depth, arterial velocity and temperature, body core
temperature, imposed hyperthermia heat flux, and the blood’s
physical properties. Analytical solutions are also presented for a
simplified case corresponding to local thermal equilibrium be-
tween the blood and tissue phases. The comparisons, utilizing
both local thermal nonequilibrium and equilibrium assumptions,
indicate an excellent agreement. The effect of the variable vascu-
lar volume fraction and metabolic heat generation within the bio-
logical media is also discussed.

Nomenclature
atb 
 specific surface area �m−1�
Bi 
 Biot number, htbatbD1

2 /kt,eff,1
cp 
 blood specific heat �J kg−1 K−1�
D1 
 depth of the first layer of tissue/organ �m�
D2 
 depth of the second layer of tissue/organ �m�
D 
 nondimensional parameter for depth, D1 /D2

Dh 
 hydraulic diameter of the channel, 2�D1+D2�
�m�

htb 
 blood-tissue interstitial heat transfer coefficient
�W m−2 K−1�

hs 
 surface heat transfer coefficient for the thermal
nonequilibrium model, qs / �Ts-Tb,m,1�
�W m−2 K−1�

kb,eff 
 effective thermal conductivity of the blood
phase �W m−1 K−1�

kt,eff 
 effective thermal conductivity of the tissue
phase �W m−1 K−1�

Nus 
 Nusselt number at the organ’s surface
q 
 heat flux �W m−2�

qs 
 heat flux at the body organ surface �W m−2�
q̇gen 
 heat generation within the biological tissue

�W m−3�
T 
 temperature �K�

Ta 
 arterial blood temperature entering the organ
�K�

Tb,m 
 blood mean temperature �K�
Tc 
 body core temperature �K�
Ts 
 temperature of the body organ surface subject

to an imposed heat flux �K�
ua 
 arterial blood velocity entering the tissue layer

�m s−1�
x 
 longitudinal coordinate �m�
y 
 transverse coordinate �m�

Greek Symbols
� 
 nondimensional transverse coordinate, y /D1
� 
 nondimensional heat generation within the bio-

logical tissue, �1−��D1q̇gen /qs

� 
 ratio of the effective blood thermal conductiv-
ity to that of the tissue in the first layer,
kb,eff,1 /kt,eff,1

� 
 blood density �kg m−3�
�b 
 nondimensional effective blood thermal con-

ductivity of the second layer, kb,eff,2 /kt,eff,1
�t 
 nondimensional effective tissue thermal con-

ductivity of the second layer, kt,eff,2 /kt,eff,1
� 
 parameter, �Bi1�1+�� /�

�� 
 parameter, ���b+�t�Bi2 /�b�t

� 
 nondimensional temperature,
kt,eff,1�T−Ts� /qsD1

�b,m 
 nondimensional blood mean temperature
�c 
 nondimensional body core temperature,

kt,eff,1�Tc−Ts� /qsD1


� 
 nondimensional temperature difference be-
tween tissue and blood phases

� 
 blood perfusion rate �s−1�

Subscripts/Superscripts
1 
 first layer
2 
 second layer
B 
 blood phase

b ,m 
 blood mean
c 
 body core

eff 
 effective property
j 
 indicator
s 
 body organ surface subject to an imposed heat

flux
t 
 tissue phase

Symbol
� � 
 intrinsic volume average of a quantity
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Thermal Analysis and
Optimization of Orthotropic Pin
Fins: A Closed-Form Analytical
Solution
Analytical solutions for temperature distribution, heat transfer rate, and fin efficiency and
fin effectiveness are derived and presented for orthotropic two-dimensional pin fins sub-
ject to convective-tip boundary condition. The generalized results are presented and
discussed in terms of dimensionless variables such as radial and axial Biot numbers
�Bir ,Biz�, fin aspect ratio, L /R, and radial-to-axial conductivity ratio k�. Several special
cases are derived from the general solution, which includes the insulated-tip boundary
condition. It is also demonstrated that the classical temperature distribution and heat
transfer rate from the two-dimensional isotropic pin fin introduced earlier in literature
can easily be recovered from the general solutions presented in this paper. Furthermore,
dimensionless optimization results are presented for orthotropic pin fins that can help to
solve many natural and forced convection pin fin problems. �DOI: 10.1115/1.4000059�
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1 Introduction
Recent advancements in polymer matrix composites have made

such materials, which are viable options to conventional metals in
the fabrication of heat sinks for air-cooled electronic components
and assemblies. Other than the manufacturing advantages offered
by such moldable composites, their relatively low density and
lower coefficient of thermal expansion can provide a significant
weight reduction and improve reliability in the package-heat sink
and package-printed-circuit-board interfaces �1–5�. In addition,
they consume significantly less fabrication energy than conven-
tional aluminum heat sinks, thus, yielding an important contribu-
tion to sustainability. However, successful use of these nonmetal-
lic composite materials in heat sinks requires careful thermofluid
design and optimization and an insightful appreciation of the per-
formance limits of polymer composite heat sinks.

It is important to emphasize that conventional polymers are
expected to display thermal conductivities in the range of
0.1–0.5 W /m K. However, with the addition of high thermal
conductivity, continuous carbon fibers these composites can reach
thermal conductivities of about 400 W /m K in the fiber axis di-
rection. Table 1 summarizes the thermal-mechanical properties of
some of the typical polymeric composites. It can be seen that
these composites display far lower thermal conductivities in the
orthogonal �perpendicular to fiber axis� direction. Zweben �1,2�
discussed that the use of pitch based discontinuous fibers results in
axial conductivity of up to 100 W /m K and radial conductivity as
low as the polymer conductivity of 0.4 W /m K.

There are several pin fin analyses that exist in literature �6–11�,
derivation of temperature, and heat flow equations for two-
dimensional isotropic pin fins �9,12,13�. However, the impact of
orthotropic thermal conductivity on the thermal performance of
polymer composite fins has yet to be clearly established. Failure
to properly account for the role of orthotropic material could limit
the thermal designer’s ability to predict and optimize the thermal
performance of such polymer composite fins and heat sinks. Ba-

hadur and co-worker �14,15� presented closed-form solutions for
temperature distribution and heat transfer from orthotropic pin
fins; although, their results cannot be reduced to the classical re-
sults of isotropic insulated-tip and convective-tip two-dimensional
solutions. There is no such tangible proof given in their work
�14,15�. Therefore, the solutions presented by them could not be
considered as benchmark solutions.

The objective of this paper is to present general closed-form
analytical results for polymeric composite fins, which can easily
be reduced to several special cases. In addition, introduce a gen-
eralized design curve and correlations that can be used to obtain
the optimum geometry of pin fins.

2 Analysis
Traditional fin thermal analysis is based on the Murray–

Gardener �6,14� assumptions, which, along with other assump-
tions, neglect the presence of radial temperature gradients in the
fin and anisotropy in the fin material. It is expected that for low
Biot number fins, signifying fins that are nearly isothermal in the
radial direction, the classical one-dimensional relations would ap-
ply. However, for large Bi fins with significant radial gradients, fin
thermal performance can be expected to depart from the conven-
tional fin relations. This behavior may be observed by considering
heat conduction in both radial and axial orthotropic fins. In this
regard, we consider a radially symmetric, pin fin with no internal
heat generation, as shown in Fig. 1. The steady-state energy equa-
tion in a cylindrical coordinate system can be expressed as

1

r

�

�r
�krr

�T

�r
� + kz

�2T

�z2 = 0 �1�

We are seeking the solution of the above partial differential equa-
tion under the following boundary conditions:

� �T

�r
�

r=0

= 0; − kr� �T

�r
�

r=R

= hr�T�R,z� − T�� �2a�

and
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kz� �T

�z
�

z=0

= hz�T�r,0� − T��; T�r,L� = Tb �2b�

Introducing the dimensionless variables as

r� =
r

R
; z� =

z

L
; k� =

kr

kz
; �2 = k�

L2

R2

�3�

Bir =
hrR

kr
; Biz =

hzL

kz
; and � =

T − T�

Tb − T�

the differential equation and boundary conditions can be reduced
to

1

r�

�

�r��r�
��

�r�� +
1

�2

�2�

�z�2 = 0 �4�

� ��

�r��
r�=0

= 0; � ��

�r��
r�=1

+ Bir��1,z�� = 0 �5a�

and

� ��

�z��
z�=0

− Biz��r�,0� = 0; ��r�,1� = 1 �5b�

It should be noted that the governing differential equation as well
as the two boundary conditions in the r� direction are homoge-
neous. In this regard, we use the separation of variable procedure
to obtain the characteristic value problem in the homogeneous
direction. This gives after some simplification

��r�,z�� = �
m=1

�
CmJ0��mr��

�m�
��m� cosh��m�z�� + Biz sinh��m�z���

�6�

The eigenvalues ��m� are given by the convection boundary con-
dition �refer to Eq. �5a�� as

J1��m� =
Bir
�m

J0��m� �7�

The constant Cm is calculated by making use of the nonhomoge-
neous boundary condition and recognizing the orthogonal proper-
ties of Bessel functions. This simplifies Eq. �6� to give

��r�,z�� =
T − T�

Tb − T�

= 2�
m=1

�
�mJ1��m�J0��mr��
J0

2��m���m
2 + Bir

2�

�	�m� cosh��m�z�� + Biz sinh��m�z��
�m� cosh��m�� + Biz sinh��m�� 
 �8�

The heat transfer rate from the fin base can be calculated from the
equation

qf =�
0

R

kz� �T

�z
�

z=L

2�rdr =
2�R2�Tb − T��kz

L �
0

1 � ��

�z��
z�=1

r�dr�

�9�

Substituting ��r� ,z�� from Eq. �8�, results in the dimensionless
heat transfer rate from the fin base as

Q =
qfL

4�kz��Tb − T��R2

= �
m=1

�
�mJ1

2��m�
J0

2��m���m
2 + Bir

2�
	�m� sinh��m�� + Biz cosh��m��

�m� cosh��m�� + Biz sinh��m��

�10�

The fin efficiency that is defined as heat transfer from the fin to
the maximum possible heat transfer rate. That is, the entire fin
surface is at the base temperature and can be expressed as

� f =
qf

qf ,max
=

4��R/L�
Biz�2 + R/L��m=1

�
�mJ1

2��m�
J0

2��m���m
2 + Bir

2�

�	�m� sinh��m�� + Biz cosh��m��
�m� cosh��m�� + Biz sinh��m��
 �11�

The fin effectiveness that is a measure of examining thermal ef-
fectiveness of adding fins to a heat transfer surface, since the fin
provide an additional resistance to heat transfer, is given by

Table 1 Properties of selected composite materials for pin fin applications †1,2‡

Reinforcement Matrix

Thermal conductivity
�W /m K�

Density
�g/cc�

CTE
�ppm/K�

Modulus
�GPa�

Longitudinal Transverse Longitudinal Longitudinal

Continuous carbon fibers Polymer 330 3–10 1.8 �1 186
Discontinuous carbon fibers Polymer 10–100 3–10 1.7 4–7 30–140
Continuous carbon fibers Aluminum 200–290 120–150 2.5 0–16 131
Discontinuous carbon fibers Aluminum 190–230 120–150 2.5 3.0–9.5 14
Continuous carbon fibers Copper 400–420 200 5.3–8.2 0.5–16 158
Discontinuous carbon fibers Copper 300 200 6.8 6.5–9.5 NA
Continuous carbon fibers Carbon 400 40 1.9 �1.0 255
Natural graphite Epoxy 370 6.5 1.94 �2.4 NA

Fig. 1 Pin fin schematic
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	 f =
qf

qno,fin

=
4�

Biz
�
m=1

�
�mJ1

2��m�
J0

2��m���m
2 + Bir

2�
	�m� sinh��m�� + Biz cosh��m��

�m� cosh��m�� + Biz sinh��m��

�12�

3 Insulated-Tip Boundary Condition
It is interesting to examine the case of a typical insulated-tip

boundary condition in which there is no heat transfer from the fin
tip, i.e., substitute Biz=0 in the general solution �Eqs. �8� and
�10��. This result in

�ins�r�,z�� = 2�
m=1

�
�mJ1��m�J0��mr��
J0

2��m���m
2 + Bir

2�
	 cosh��m�z��

cosh��m�� 
 �13�

Qins = �
m=1

�
�mJ1

2��m�
J0

2��m���m
2 + Bir

2�
tanh��m�� �14�

and

� f ,ins =
qf ,ins

qf ,ins,max
=

2

�Bir
�
m=1

�
�mJ1

2��m�
J0

2��m���m
2 + Bir

2�
tanh��m�� �15�

	 f ,ins =
qf ,ins

qno,fin,ins
=

4

�Bir�R/L��m=1

�
�mJ1

2��m�
J0

2��m���m
2 + Bir

2�
tanh��m��

�16�

4 Isotropic Two-Dimensional Fin
It can easily be shown from the general solution that the clas-

sical two-dimensional fin solution for constant thermal conductiv-
ity case can easily be recovered. In this regard kr=kz=k and

Biz =
hL

k
=

hR

k

L

R
= Bi�, where � = �L

R
� �17�

This gives

�iso = 2�
m=1

�
�mJ1��m�J0��mr��
J0

2��m���m
2 + Bi2�

	�m cosh��m�z�� + Bi sinh��m�z��
�m cosh��m�� + Bi sinh��m�� 


�18�
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�
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2��m�
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2��m���m
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	�m sinh��m�� + Bi cosh��m��
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�19�
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2��m���m
2 + Bi2�
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 �20�

and

	 f ,iso =
qf ,iso
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=
4

Bi�m=1

�
�mJ1

2��m�
J0

2��m���m
2 + Bi2�

	�m sinh��m�� + Bi cosh��m��
�m cosh��m�� + Bi sinh��m��


�21�
This is exactly the same temperature distribution and heat transfer
results that are described in Ref. �9�.

For the case of isotropic fin subjected to insulated-tip condition,
we have

�iso,ins = 2�
m=1

�
�mJ1��m�J0��mr��
J0

2��m���m
2 + Bi2�

	 cosh��m�z��
cosh��m�� 
 �22�

Qiso,ins = �
m=1

�
�mJ1

2��m�
J0

2��m���m
2 + Bi2�

tanh��m�� �23�
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=

2�R/L�
Bi �
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�
�mJ1

2��m�
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2��m���m
2 + Bi2�

tanh��m��

�24�
and

	 f ,iso,ins =
qf ,iso,ins

qno,fin,iso
=

4

Bi�m=1

�
�mJ1

2��m�
J0

2��m���m
2 + Bi2�

tanh��m�� �25�

5 Approximate One-Term Solutions
It is interesting to examine only the one-term series solutions to

see how far we are from the exact values. In this regard, the
eigenvalues given by Eq. �7� can be solved for �1 as a function of
Bir. Subsequently, the temperature distribution, heat transfer, fin
efficiency, and effectiveness given by Eqs. �8� and �10�–�12� can
be reduced to the following one-term solutions:

�1�r�,z�� = AJ0��1r
��	�1� cosh��1�z�� + Biz sinh��1�z��

�1� cosh��1�� + Biz sinh��1�� 

�26�

Q1 = B	�1� sinh��1�� + Biz cosh��1��
�1� cosh��1�� + Biz sinh��1��
 �27�

� f ,1 =
4B��R/L�

Biz�2 + R/L�	�1� sinh��1�� + Biz cosh��1��
�1� cosh��1�� + Biz sinh��1��
 �28�

	 f ,1 =
4B�

Biz
	�1� sinh��1�� + Biz cosh��1��

�1� cosh��1�� + Biz sinh��1��
 �29�

where the constants A and B are given by

A =
2�1J1��1�

J0
2��1���1

2 + Bir
2�

�30�

B =
�1J1

2��1�
J0

2��1���1
2 + Bir

2�
�31�

The values of �1 and the above constants A and B are given in
Table 2 for several values of radial Biot number Bir.

6 One-Dimensional Fin Solution
For completeness purposes, we present the classical one-

dimensional fin solution for a convective-tip boundary condition
that is presented in a basic heat transfer text book �16�. These
results, after some straight forward manipulations, are presented
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in terms of the dimensionless variables that are introduced in the
above two-dimensional orthotropic fin solutions. This results in

Q1D =
1

2
�Biz

2
�R/L�

�

sinh��2Biz�L/R�� +�Biz
2

�R/L� cosh��2Biz�L/R��

cosh��2Biz�L/R�� +�Biz
2

�R/L� sinh��2Biz�L/R��

�32�

�1D =
�2Biz�R/L�
Biz�2 + R/L�

�

sinh��2Biz�L/R�� +�Biz
2

�R/L� cosh��2Biz�L/R��

cosh��2Biz�L/R�� +�Biz
2

�R/L� sinh��2Biz�L/R��

�33�

and

	1D =� 2

Biz�R/L�

�

sinh��2Biz�L/R�� +�Biz
2

�R/L� cosh��2Biz�L/R��

cosh��2Biz�L/R�� +�Biz
2

�R/L� sinh��2Biz�L/R��

�34�

7 Results and Discussion
In order to calculate temperature distribution, heat transfer rate,

efficiency, and effectiveness, we first calculate the eigenvalues,
which are given by Eq. �7�. It is found that within the range of
parameters studied �refer to Table 3�, the number of eigenvalues
required for first decimal convergence of the analytical solution is
about 30 values.

For validating the analytical solutions presented in the previous
section, we compare our result with those available in literature
for a pin fin having R=0.45 cm, L=5 cm, and axial conductivity
of kz=20 W /m K. In this regard, Fig. 2 shows comparison of the
fin heat transfer rate with that of Bahadur and Bar-Cohen �14�,
wherein the effect of radial to axial conductivity ratio is presented.
As expected from the plot, it is a perfect match. We find that the
fin heat transfer rate increases with k� and asymptotically ap-
proaches the limiting value. For the low heat transfer coefficient
investigated �100 W /m2 K�, the improvement is insignificant,
while for the highest heat transfer coefficient �5000 W /m2 K�, a
significant improvement is noticed. The asymptotic limit for low

Table 2 Eigenvalues and constants A and B as a function of
radial Biot number

Bir �1 A B

0.1 0.4417 1.0246 0.1104
0.2 0.6170 1.0483 0.1541
0.3 0.7465 1.0712 0.1863
0.4 0.8516 1.0931 0.2123
0.5 0.9408 1.1143 0.2341
0.6 1.0184 1.1345 0.2530
0.7 1.0873 1.1539 0.2695
0.8 1.1490 1.1724 0.2842
0.9 1.2048 1.1902 0.2973
1.0 1.2558 1.2071 0.3090
1.1 1.3025 1.2232 0.3196
1.2 1.3456 1.2387 0.3292
1.3 1.3854 1.2533 0.3380
1.4 1.4225 1.2673 0.3459
1.5 1.4569 1.2807 0.3532
1.6 1.4892 1.2934 0.3598
1.7 1.5194 1.3055 0.3659
1.8 1.5477 1.3170 0.3715
1.9 1.5743 1.3279 0.3766
2.0 1.5994 1.3384 0.3813

Table 3 Range of control parameters studied

Parameter
Minimum
�W /m K�

Maximum
�W /m K�

kr 3 200
kz 10 420
h 10 5000

natural convection, air cooling forced convection, water cooling

Dimensionless
k� 0.001 1
Bir 0 20
Biz 0 50

Fig. 2 Orthotropic pin fin heat transfer rate versus thermal
conductivity ratio; comparison of results with Bahadur and
Bar-Cohen †14‡
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heat transfer coefficients is reached at k� values of about unity,
while for the high heat transfer coefficient applications that the fin
could experience in forced convection heat exchangers, the heat
transfer rate keeps on improving up to k� values of 4.

The temperature distributions for a two-dimensional orthotropic
pin fin given by Eq. �8� are plotted in Fig. 3 for a fin length-to-
radius �or aspect� ratio L /R=10 and for different values of radial
and axial Biot numbers. We notice that for an isotropic fin k�=1
and Biz=Bir�L /R�. This represents case �c� in Fig. 3 for Bir=0.1
indicating that there are no temperature gradients in the radial
direction. Therefore, one-dimensional fin solutions can be consid-
ered in such conditions. However for case �a�, where Bir=Biz
=0.1, some temperature gradients in radial direction are noticed
when we compare with case �c�. In addition, for large radial Biot
number Bir=2.0 �refer to cases �b� and �d��, which corresponds to
low thermal conductivity in the radial direction; it results in sig-
nificant temperature gradients in the radial direction, particularly
for case �b� when axial Biot number Biz=0.1. A tenfold increase
in Biz for the same value of Bir �refer to case �d�� indicate a
noteworthy change in temperature contours compared with case
�c�.

Figure 4 presents a plot of Eq. �10�; that is, the dimensional
heat transfer rate �Q� from the fin as a function of radial Biot
number Bir for various values of thermal conductivity ratio k� and
L /R=10. It can be seen from the figure that Q increases with the
increase in Bir. However, the dependency of conductivity ratio
diminishes when the value of k� approaches 1; that is, for the case
of isotropic pin fin.

The fin efficiency and effectiveness results, given by Eqs. �11�
and �12�, are plotted as a function of radial Biot number Bir for
various values of thermal conductivity ratio k� and L /R=10 in
Fig. 5. On comparing the effectiveness and efficiency relationship,
we find that 	 f = �1+2L /R�� f; therefore these are represented on
the same figure. The figure shows that both the efficiency and
effectiveness decreases asymptotically with the increase in values

Fig. 3 Dimensionless temperature contour plots for a two-dimensional orthotropic pin fin having aspect ratio L /R=10: „a…
radial Biot number Bir=0.1 and longitudinal Biot number Biz=0.1, „b… Bir=2.0 and Biz=0.1, „c… Bir=0.1 and Biz=1.0, and „d…
Bir=2.0 and Biz=1.0

Fig. 4 Dimensionless heat transfer rate from the pin fin as a
function of radial Biot number Bir and thermal conductivity ra-
tio k� for fin aspect ratio L /R=10
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of Bir and k�. In addition, it can be seen that the use of fins that
represents fin effectiveness greater than 1, is justified only for
Bir
5.0 and k�
0.1. However, for k��0.1 and Bir�5.0, the use
of pin fins for heat transfer enhancement cannot be justified from
thermal-economic considerations.

The plots of dimensionless heat transfer rate �Q� as a function
of axial Biot number Biz for various values of thermal conductiv-
ity ratio k� and L /R=10 are shown in Fig. 6. In contrast to Fig. 4,
we find that Q decreases with the increase in k�. It can be seen that
for large values of conductivity ratio, the solution approaches one-
dimensional �dimensionless or reduced� heat transfer rate given by
Eq. �32�. On the other hand, the plots of fin efficiency and effec-
tives as a function of Biz �refer to Figs. 7�a� and 7�b��, clearly
indicate that conventional one-dimensional fin performance re-
sults over predicts the orthotropic fin results principally for k�


1.0.
The errors in approximate one-term solution for both heat trans-

fer and fin efficiency �refer to Eqs. �27� and �28�� are examined in
Fig. 8 with respect to the complete solution. These curves dem-
onstrate that error increases for the prediction of heat transfer rate
and fin efficiency from one-term solution ��1%� when the radial
Biot number Bir�0.3 and axial Biot number Biz
0.5. Therefore,
one-term approximate solution will give reliable results if the
above constraint is observed.

8 Fin Optimization
The fin optimal dimensions �R and L� can easily be calculated

from the dimensionless heat transfer rate given by Eq. �10�. In this
regard, we introduce the dimensionless fin volume by the follow-
ing relation:

V� =
V

�kz/h�3 =
�R2L

�kz/h�3 =
�Biz

3

�L/R�2 �35�

Fig. 5 Orthotropic pin fin efficiency and effectiveness as a
function of radial Biot number Bir and thermal conductivity ra-
tio k� for fin aspect ratio L /R=10

Fig. 6 Dimensionless heat transfer rate from the pin fin as a
function of axial Biot number Biz and thermal conductivity ratio
k� for fin aspect ratio L /R=10; comparison with one-
dimensional solution

Fig. 7 Orthotropic pin fin efficiency and effectiveness as a
function of axial Biot number Biz and thermal conductivity ratio
k� for fin aspect ratio L /R=10; comparison with one-
dimensional solution: „a… low values of Biz and „b… high values
of Biz

Fig. 8 Percentage error in approximate „one-term… solution for
dimensionless heat transfer and efficiency as a function of ra-
dial and axial Biot numbers „Bir,Biz… for a fin aspect ratio L /R
=10
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For a typical dimensionless fin volume V�=1�10−6, we present
dimensionless heat transfer rate as a function of fin aspect ratio
L /R in Fig. 9 for different values of radial-to-axial thermal con-
ductivity ratio k�. The maximum Q points on the figure are
marked for different values of k�. It can be seen that the optimum
value of aspect ratio L /R decreases slightly with k�; however, it
lies between L /R=15 and 17.5 for the range reported in the figure.
While the effect of dimensionless volume V� for a fixed value of
conductivity ratio k�=0.05 is shown in Fig. 10. This figure shows
that the optimum value of the fin aspect ratio decreases consider-
ably with the increase in dimensionless fin volume.

In Fig. 11, the optimum fin aspect ratio �L /R�opt is presented as
a function of the dimensionless fin volume for different values of
radial-to-axial thermal conductivity ratio k�. In this regard, opti-
mization algorithm based on golden section search and parabolic
interpolation technique is used �17�. It should be noted that the
objective function of the present optimization problem is the di-
mensionless heat rate �refer to Eq. �10��, which is considered as a
continuous function. The optimization algorithm searches for an
aspect ratio that maximizes the heat transfer rate within a specified
interval of the aspect ratio. The optimal results, thus obtained for
different values of V� and k� are plotted in Fig. 11. It is important
to emphasize that these results are general and can be used for
many orthotropic pin fin applications �natural to forced convec-
tion�.

It is also important to compare the optimum aspect ratio of
orthotropic two-dimensional pin fin numerical results with the
case of isotropic one-dimensional pin fin analytical solution. The
optimum radius of one-dimensional pin fin �18,19� is given by

Ropt = 0.75�hV2

kz
�1/5

�36�

Equation �36� can be rewritten in the following dimensionless
form:

�L

R
�

opt
= 0.75�V��−1/5 �37�

The optimum pin fin aspect ratio thus obtained from Fig. 11 may
be used for designing an orthotropic two-dimensional pin fin.
However, these results can also be fitted in terms of correlations
that can easily be used by thermal designers. In this regard, the
best fit correlations that are obtained with a maximum deviation of
4% from the numerical results are

�L

R
�

opt
= a�V��b �38�

where for 0.005
k�
0.04 we get

a = 0.621�k��−0.293 �39a�

b = − 0.018 ln�k�� − 0.26 �39b�

and for 0.04
k�
0.1

a = 1.198�k��−0.099 �39c�

b = − 0.007 ln�k�� − 0.221 �39d�
It should be emphasized that all the optimization examples studied
by Bahadur and Bar-Cohen �20� can easily be extracted from the
results that are presented in Fig. 11.

As an illustration, we consider one of the problems of the op-
timum geometry of an orthotropic two-dimensional pin fin that is
studied by Bahadur and Bar-Cohen �20� for natural convection
application. The volume of the fin is taken as V=3.2
�10−6 �m3� and it has the following thermophysical properties:
kr=0.3 �W /m K�, kz=20 �W /m K�, and h=10 �W /m K�.

Solution. First, we calculate the dimensionless volume and ther-
mal conductivity ratio

V� =
V

�kz/h�3 =
3.2 � 10−6

�20/10�3 = 4 � 10−7

k� =
kr

kz
=

0.3

20
= 0.015

Using Fig. 11, we find the optimum aspect ratio �L /R�opt=31.56.
This gives together with the pin fin volume definition

Fig. 9 Dimensionless heat transfer rate from the pin fin as a
function of aspect ratio L /R and radial-to-axial thermal conduc-
tivity ratio k� for a dimensionless fin volume V�=1Ã10−6.

Fig. 10 Dimensionless heat transfer rate from the pin fin as a
function of aspect ratio L /R and dimensionless fin volume V�

for a radial-to-axial thermal conductivity ratio k�=0.05

Fig. 11 Optimal fin aspect ratio, „L /R…opt as a function of di-
mensionless fin volume V� for different values of radial-to-axial
thermal conductivity ratio k�; comparison with one-
dimensional optimal solution
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V = 3.18 � 10−6 = 31.56�R3

Therefore, we have Ropt=3.2 �mm�, and Lopt=10.1 �cm�. This is
the same result as that obtained by Bahadur and Bar-Cohen �20�.

9 Concluding Remarks
The limitations of solutions presented in Bahadur and co-

worker �14,15� are handled by reducing the problem in dimen-
sionless coordinate system so that general solutions can be pre-
sented. The solutions are obtained for temperature distribution,
heat transfer rate, and fin efficiency and fin effectiveness as bench-
mark solutions for a most important orthotropic pin fin problem.
To establish the credibility of such solutions, all special cases
given in other references are clearly demonstrated. The results are
studied with respect to dimensionless variables such as radial and
axial Biot numbers �Bir ,Biz�, fin aspect ratio L /R, and radial-to-
axial conductivity ratio k�. It is shown that the conventional one-
dimensional fin performance results over predicts the orthotropic
fin results principally for k�
1.0.

In addition one-term series solution �similar to the classical
work of Heisler first presented in 1947 and still referenced in
many heat transfer text books� is also provided. The limitations as
well as the applicability of one-term solutions for two-
dimensional orthotropic pin fin are also documented. The approxi-
mate solution shows that error increases for the prediction of heat
transfer rate as well as fin efficiency ��1%� when the radial Biot
number Bir�0.3 and axial Biot number Biz
0.5. Therefore, ap-
proximate solutions can only be utilized with the above restric-
tions of radial and axial Biot numbers.

The dimensionless representation also helped to demonstrate
the fin optimization for a class of orthotropic pin fin problems,
which is unique and never presented before in literature. In this
regard, all fin optimization results presented by Bahadur and co-
worker �20,15� are shown to be special cases of the generalized
optimization results presented in the paper. The optimization re-
sults are numerically obtained for various ranges of dimensionless
fin volume and radial-to-axial thermal conductivity ratios. These
results are shown to represent many applications of pin fin prob-
lems that cover both natural as well as forced convection applica-
tions; that is, very low to very high heat transfer coefficients. It is
expected that the optimization results presented in the paper will
be useful for the design and optimization of extended surfaces,
particularly with the emerging composite �orthotropic� materials,
which is anticipated to be the leading technology for finned heat
transfer surfaces.
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Nomenclature

Symbol
A � constant
B � constant

Bi � Biot number
C � constant
h � heat transfer coefficient �W m−2 K−1�
k � thermal conductivity �W m−1 K−1�
L � fin length �m�
Q � dimensionless heat transfer rate
q � heat transfer rate �W�
R � fin radius �m�
r � radial direction
T � temperature �°C�

V � pin fin volume �m3�
z � distance from the fin tip �m�

Greek Symbols
� � dimensionless parameter defined in Eq. �3�
	 � fin effectiveness
� � fin efficiency
� � dimensionless temperature
� � eigenvalue

Subscripts
1 � one-term

1D � one-dimension
b � base
f � fin

ins � insulated
iso � isotropic

max � maximum
opt � optimum

r � radial
z � axial

� � ambient condition

Superscript
� � dimensionless
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Pool Boiling Heat Transfer of
Water on Finned Surfaces at Near
Vacuum Pressures
This research paper presents a study of boiling heat transfer from longitudinal
rectangular-finned surfaces immersed in saturated water at low vapor pressures. Finned
surfaces with assorted fin spacing, fin thicknesses, and fin heights on a copper based
surface have been investigated. All the finned surfaces were found to increase both
boiling heat transfer coefficients and critical heat fluxes. An optimal fin thickness was
found for a configuration, and heat transfer coefficients have been obtained at the pres-
sures. Factors affecting the boiling characteristics have been identified and the optimal
enhancement requires a balance of the active nucleation sites, bubble flow resistance,
natural convection, thin film evaporation, liquid superheating, heat transfer area, bubble
coalescence, and liquid reflux resistance. High speed visualization of vapor plug and
vapor film generation on the boiling surfaces has revealed significant insights into the
boiling mechanisms at low saturation pressures. �DOI: 10.1115/1.4000054�

Keywords: boiling, extended surfaces, subatmospheric pressure, boiling enhancement,
thermosyphon, electronic cooling, bubble visualization

1 Introduction
Phase change phenomena enhance heat transfer as its heat

fluxes could perform up to two orders higher than the single-phase
heat transfer. The exponential rise in heat fluxes in electronic com-
ponents has sparked a wave of interest in enhanced boiling from
evaporator surfaces, mitigating the heat transfer “bottlenecks” of
components and CPUs. Webb �1� showed some concepts of the
boiling surface enhancement, namely, the integral-fin, sintered po-
rous coating, re-entrant cavities, and other special structured sur-
face geometries. In 1973, Westwater �2� and his colleagues stud-
ied the low-finned surfaces with bubbles larger than the interfin
spacing create a vapor film at the root of the fins, causing signifi-
cant heat transfer “resistance,” leading to the liquid dry-out phe-
nomenon. For bubbles smaller than the fin gap, the finned tube
surfaces retain the ability to supply liquid to the base of fins for
heat removal. Experimental data of Joudi and James �3� on the
incipient boiling of water, R113, and methanol showed a pro-
nounced temperature overshoot at incipience for the refrigerants
except for water. Fath and Judd �4� and Gorenflo �5� visually
observed the effects of pressure at vapor pressures up to 40 bars
on pool boiling of R-22 on low-finned tubes. The heat transfer
enhancement produced by finned tubes tends to decline with in-
creasing heat flux and pressure, and approach asymptotically to
the boiling performance of a plain tube, while the rate of heat
transfer increases with heat fluxes and pressures.

McGillis et al. �6� studied the boiling of water on pin-finned
surfaces and found that smaller fin gaps heat up the liquid more
quickly than large fin gaps, making it effective at initiating the
boiling and increasing the bubble departure frequency. Further-
more, they observed that fin thickness has insignificant influence
on the boiling data. Other studies on boiling heat transfer with
finned surfaces have focused on dielectric working fluids such as
FC-72 and FC-87. Owing to the higher wettability, they are suit-
able for porous coating enhancements and immersion cooling.

Rainey and You �7� studied microporous coated and plain pin-
finned surfaces in a saturated FC-72 medium: Such porous coated
finned surfaces provide significantly higher heat transfer coeffi-
cients over the plain finned surfaces, such that the influence of fin
length is negligible. The pressure effect for both plain and mi-
croporous coated finned surfaces is similar to that for a flat sur-
face, with nucleate pool boiling performance increasing with in-
creased pressure �8,9�. Wei and Honda �10� evaluated the effects
of fin geometry on silicon micropin fins in FC-72. With fixed
thickness, the critical heat flux �CHF� increased monotonically
with increasing fin height and a high CHF of 84.5 W /cm2 has
been reported with the combination of 50 �m thickness, 270 �m
height, with gas-dissolved FC-72 at 45 K subcooling. Yu and Lu
�11� visually observed that boiling on FC-72 on pin-finned sur-
faces began at the tip of the fin from where it spreads to the fin
root and concluded that reducing the fin spacing and increasing
the fin length increases the heat transfer rate. A pin-fin array hav-
ing 4 mm fin height and 0.5 mm fin spacing showed five times
more improvement compared with a plain surface. Pal and Joshi
�12� have investigated the effect of liquid-filled volume on various
stacked heights of their enhancement structure within a two-phase
loop thermosyphon at subatmospheric pressures. They have con-
cluded that an increase in the liquid-filled height is needed to
produce the best performance in stack structures.

There is a dearth of boiling literature of water at near vacuum
pressures and the present work aims to supplement the data and
visualization of the open literature that deals with boiling heat
transfer of water on plain and structured surfaces at subatmo-
spheric pressures. Most published works, hitherto, tend to be con-
fined in a small boiling footprint �defined here as smaller than the
capillary or bubble length scale� and chamber: Such limitations
induce significant “pressure excursion” or fluctuations as vapor
release �vapor specific volume �20 m3 /kg near vacuum condi-
tions� is significant, causing a distortion of the q-�T plot or boil-
ing curve by as much as a few degrees above the saturation tem-
peratures. The present work reports on the salient changes in the
boiling curve, which are influenced by the rate of bubble forma-
tion, bubble inundation characteristics, and bubble motion through
the fin spaces with assorted departure diameters. The boiling re-
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gimes of water on enhanced surfaces at working conditions found
in two-phase thermosyphon coolers have been confirmed with
high speed visualization.

2 Experimental Apparatus
The purpose-built pool boiling test facility used in the present

work consists of six main components—pool boiling chamber,
heater chamber, pressure monitoring system, vacuum and degas-
sing system, measurement and data acquisition systems, and high
speed video �HSV� camera with lighting. A schematic of the pool
boiling chamber and the heater chamber is shown on Fig. 1. The
boiling chamber is designed with a sufficiently large volume to
avoid deviation from the saturation condition. The quartz boiling
chamber holds the liquid pool of water with an internal diameter
and height of 100 mm. This large chamber volume reduces the
instantaneous pressure excursions when large vapor bubbles ema-
nate in low pressure boiling, a difficulty observed by McGillis et
al. �6�. A stainless steel blanking plate clamped on top of the
boiling chamber holds multiple short flanges for vacuum connec-
tions. The copper condenser coils inlet and outlet, pressure trans-
ducer, electrical feed-through, and vacuum discharge valve are all
connected to this plate. A temperature-controlled water bath sup-
plies chilled water to the condenser coils to maintain the satura-
tion pressure inside the chamber constant within �0.04 kPa. The
transparent boiling chamber allowed the installation of an HSV
camera �10,000 frames per second �fps�� with high magnification
lens and lucent lighting to capture the fin root, fin spacing, and fin
tip, as well as the bubble growth, ebullition, and interaction with
adjacent bubbles and fins.

A polytetrafluoroethylene �PTFE� plate separator was used in
between the boiling and the heater chamber. It has a radial static
gland for O-ring seal to prevent water leakage and a threaded hole
at the center for easy mounting and testing of many surfaces. All
the test pieces �boiling surfaces� that have a base diameter of 30
mm and a height of 27 mm are made from a copper rod, an array
of longitudinal rectangular fins are integrally formed on its sur-
face: Assorted fin dimensions are used, i.e., fin spacing g �0.50
mm, 0.75 mm, and 1.0 mm�, fin height h �0.75–15.0 mm�, and fin
thickness t �0.5 mm, 1.0 mm, and 2.0 mm�.

The heater chamber is made of a stainless steel connector with
three lateral angled flanges for vacuum connections. A copper
heating block with three 150 W cartridge heater inserts is sus-
pended onto the space using brass studding and it has no physical
contact to avoid conduction heat loss to the ambient. A thermally

conductive compound was used between the test piece and the
heater block. Air is evacuated from this chamber to create a cham-
ber pressure below 0.1 kPa, eliminating convection heat loss and
leaving only the minor radiation heat loss in the chamber. A pres-
sure transducer is attached to one of the chamber flanges and it
constantly monitors the pressure level. An ac variable transformer
and a high current electrical feed-through deliver electrical power
to the cartridge heaters.

Two-wire thermistors having an accuracy of �0.1 K are used
to measure the temperature levels on the boiling surface, the vapor
space, the liquid bulk, and the ambient air. All the thermistor and
pressure transducer �1–1000 mbar and �0.2% accuracy� readings
are gathered by a data acquisition system and data are stored into
a personal computer. Multimeters are used to measure the voltage
drop and the current in the heater circuit. The net heat input is
computed after subtracting the heat loss component where the
latter is determined from heat leak tests under no boiling condi-
tion. The boiling facility is assembled with standard high vacuum
grade components and is capable of maintaining a pressure of as
low as 10−7 mbar. A rotary vane pump with a displacement ca-
pacity of 7.0 m3 /h and an ultimate vacuum of 2�10−3 mbar was
used for de-aeration.

The thermistors and the data acquisition system were calibrated
with a master thermometer at five temperature intervals from
20–60°C to a maximum uncertainty of 0.1°C. The maximum
relative uncertainty in the measurement of heat flux was 1.4%,
while the current and voltage drop have an accuracy of 1%. The
lowest superheat measured in the experiment was 1.98 K, hence
the maximum relative uncertainty �with respect to the smallest
temperature difference� in the heat transfer coefficient values is
7.3%.

3 Experimental Procedure
Before the experiment commences, the boiling chamber is filled

with water to 60 mm above the base of the finned surface. The
heater chamber is evacuated for 20 min to below 1 mbar and
simultaneously the water is heated and boiled for 30 min. The
system is cooled down to a steady state where the water is at a
saturated state: The bulk liquid to the vapor space temperature
differences are less than �0.1 K. The saturation pressure at the
liquid/vapor temperature is checked using the pressure reading.
Before all else, the data acquisition system starts recording the
temperature and pressure readings at initial steady state conditions
continuously until the very end of the test run. During a test run,
the heat flux is raised in steps of 5 W /cm2 from 5 W /cm2 to a
maximum of 75 W /cm2 or when the CHF is just reached. The
temperature bath supplies a constant chilled water temperature to
the condenser coils, maintaining the chamber pressure at desired
values of 2 kPa, 4 kPa, and 9 kPa absolute �in short, 2–4–9 kPa�
and matching the heat input from the heater. When the tempera-
ture fluctuations of boiling surface are less than 0.3 K over a
period of 300 s, steady state is assumed to be reached and the
input power is recorded. Bubble formation and flow characteris-
tics are recorded for visualization purposes using the HSV camera
at a rate of 500 fps within a span of 2 s. First, pool boiling of
water was performed on a plain copper surface at three 2–4–9 kPa
pressures, after which finned surfaces of various geometries were
tested at similar pressures.

4 Results and Discussion
Data gathered from the plain surface tests serve as a benchmark

for boiling performance and they are compared with widely used
empirical correlations. Figure 2 illustrates the good agreement of
pool boiling test results with predictions from Cooper’s correla-
tion �13�. The minimum heat flux was 10 W /cm2, below which
intermittent ebullition occurred. Both the actual and predicted
boiling curves shift to a higher superheat region at lower satura-
tion pressures, implying a deterioration of boiling heat transfer at

Fig. 1 Detailed schematic of the boiling/heater chamber
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lower pressures. This is expected since the critical radius is de-
creased, thus providing less active nucleation sites. The steep
slope of their boiling curves means that the boiling heat transfer
coefficient rapidly increases with heat flux until the CHF is
reached, which is indicated by Cooper’s correlation �13�. The re-
sults show good agreement with those predicted. At 2–4–9 kPa,
the slope of their boiling curves is similar and they differ by a
maximum difference of 17%, 16%, and 11%, respectively. In the
graph, the CHF of each curve is designated by a dashed arrow and
is shown to be increasing in value at higher pressures. Using the
critical heat flux of Zuber �14�, Kutateladze �15�, and Leinhard
and co-workers �16–18�, we employ the corrected CHF correla-
tion �small heater dimensions� to predict the CHF for 2–4–9 kPa,
which are 29.0 W /cm2, 38.7 W /cm2, and 53.8 W /cm2, and the
differences with the experimental values are only 3.8%, 1.3%, and
12.3%, respectively. This justifies the performance of the boiling
test facility.

4.1 Effect of Fin Thickness. Figure 3 shows the boiling
curves for assorted fin thickness �0.5–1 mm� at pressures of 2–9
kPa. As the fin thickness is increased from 0.5 mm to 0.75 mm,
the boiling curve moves toward the left, an improvement in boil-
ing performance but at 1.0 mm thickness the curve shifts back to
the right. It is evident that 0.75 mm is the optimal fin thickness for
this particular fin spacing and height. At a pressure of 2 kPa, the
boiling curve of 1 mm thickness coincides with that of 0.75 mm
thickness until a heat flux of 20 W /cm2, where its slope starts to

bend toward higher superheats. At a pressure of 9 kPa, 1 mm thick
fin had the best performance for heat fluxes below 20 W /cm2 and
again its curve started to bend, intersecting the curves of 0.75 mm
and 0.5 mm at heat fluxes around 25 W /cm2 and 65 W /cm2,
respectively. This early deterioration of boiling performance is
caused by thicker fins, which reduce the interfin space, hence
adversely affecting the processes of continuous liquid refill and
vapor escape. With thinner fins, there is a limited cross-sectional
area for heat conduction to the fin tips, causing the fin-tip tem-
peratures to approach the saturation temperature.

Figure 4 shows a boiling heat transfer coefficient �BHTC�
based on the heater base area versus the heat flux chart. Generally
the BHTC rises rapidly at low heat fluxes and reaches its peak
before declining to an asymptotic value. Analyzing the 2 kPa pres-
sure, there are peaks in the BHTC for each of the different fin
thicknesses. The maximum BHTC for fin thicknesses of 0.5 mm,
0.75 mm, and 1 mm are located at heat fluxes of 41 W /cm2,
26 W /cm2, and 22 W /cm2, respectively. For 9 kPa pressure, the
maximum BHTC for 0.5 mm is not reached as it is beyond
75 W /cm2, and the maximum BHTC for 0.75 mm and 1 mm are
around 54.2 W /cm2 and 32 W /cm2, respectively. For thicker
fins, its maximum BHTC is reached at lower heat flux. This heat
flux is observed to be the point where the boiling curve starts to
bend, caused by the lack of interfin spaces. Thicker fins can per-
form better in the lower heat flux region. For example, at 9 kPa,
the 1 mm thick fins have a better boiling performance compared
with the thinner 0.5 mm and 0.75 mm thick fins in the low heat
flux region �below 24 W /cm2�. In the low heat flux region, boil-
ing is yet to occur over the entire range of the interfin spacing,
thicker fins can quickly superheat the liquid to activate nucleation
sites in nonactive interfin spaces. Higher saturation pressure in-
creases the maximum BHTC and shifts its location to higher heat
flux values. As higher pressure entails higher vapor density, the
formation of large vapor blobs enveloping the interfin spacing is
delayed to higher heat fluxes. The optimal fin thickness of 0.75
mm had the best boiling performance at both 2 kPa and 9 kPa
pressures with maximum BHTCs of 2.88 W /cm2 K and
5.88 W /cm2 K, respectively. Furthermore this is despite having
only an 80% heat transfer surface area relative to the 0.5 mm thick
fins.

4.2 Effect of Fin Spacing. Figures 5 and 6 demonstrate the
effect of fin spacing on the boiling curve of a finned surface. For
the 2 kPa case, heat fluxes below 30 W /cm2 the boiling curve of
the smallest fin spacing of 0.5 mm is situated at the leftmost
portion of the chart. To the right it is followed by 1.0 mm and 2.0
mm, which are both experiencing boiling hysteresis. This proves

Fig. 2 Boiling curves of pool boiling on a plain copper surface
at subatmospheric pressures of 2 kPa, 4 kPa, and 9 kPa. Ex-
perimental results with predictions from Cooper’s correlation
†13‡.

Fig. 3 Boiling curves for finned surfaces having different fin
thicknesses with constant fin space „g…=0.5 mm and fin height
„h…=15 mm at pressures of 2 kPa and 9 kPa

Fig. 4 Heat transfer coefficient versus heat flux „of footprint…
for finned surfaces having different fin thicknesses with con-
stant fin spacing „g…=0.5 mm and fin height „h…=15 mm at
pressures of 2 kPa and 9 kPa
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that even finned surfaces in water �which is a nonwetting liquid�
are still susceptible to boiling hysteresis when fin spacings are
large, despite the fact that results on plain surfaces showed no sign
of hysteresis. Large fin spacing allows for cold liquid recirculation
and this removes the superheated liquid near the base surface
�thermal boundary layer�, which could have been stagnantly
heated to higher temperatures that will activate boiling nucleation
sites. Hence boiling on finned surfaces with large fin spacing at
low pressure would somehow enhance not the latent heat transfer
mechanism but rather the single-phase natural convection, which
are in a heat transfer “tug-of-war” at low heat fluxes. For heat
fluxes above 30 W /cm2, the boiling curve of 0.5 mm fin spacing
starts to bend and it intersects the boiling curves of 1.0 mm and
2.0 mm at 32 W /cm2 and 57 W /cm2, respectively. This declin-
ing slope is an early sign of localized dry-out wherein all of the
interfin spacing is occupied by vapor bubbles starting to constrict
liquid replenishment. For the 9 kPa case, the boiling curve of 0.5
mm fin spacing again tilted toward higher superheats starting at
30 W /cm2 and intersects the curve of 1.0 mm at 57 W /cm2. The
deterioration of the boiling performance at 9 kPa pressure oc-
curred in the higher heat flux region compared with that at 2 kPa
pressure, as bubbles are significantly smaller at higher pressures
they are able to flow out of the narrow fin space thus deferring the
formation of stagnant vapor film. The fin spacing 1.0 mm and 2.0

mm both have their boiling curve slope similar to that of a plain
surface, which means that the fin space are large enough not to
disrupt or confine bubble escape.

4.3 Effect of Fin Height. Figure 7 shows the boiling curves
of two finned surfaces with different heights at pressures of 2–9
kPa. For 2 kPa pressure, at heat fluxes lower than 50 W /cm2 the
boiling curve of the high-finned surface is situated at lower super-
heats compared with that of the low-finned surface. Given the lack
of nucleation sites, the contribution of natural convection to the
heat transfer mechanism is increased at a lower pressure, thus
some of the fins still operate at single-phase heat transfer mode.
This benefited the high-finned surface, which has the most heat
transfer area for natural convection. In the high heat flux region,
the initial advantage that the high-finned surface had over that of
the low-finned surface is diminished. Finally, the boiling curve of
the high-finned surface intersects that of the low-finned surface at
around 55 W /cm2. This demonstrates that high fins creates sig-
nificant friction flow resistance that impedes the escape of large
bubbles from the fin root, rendering its huge heat transfer surface
area useless. At 9 kPa, boiling curves of the high- and low-finned
surfaces were coincident to one another and started to diverge at
around 15 W /cm2. This coincident portion indicates that addi-
tional heat transfer area employed by the high-finned surface is
not utilized at low heat flux. Since latent heat transfer is seen to be
the dominant heat transfer mechanism at 9 kPa, the high heat
transfer coefficient would create a large temperature gradient
across the height of the fin. With the fin-tip temperature near the
saturation temperature, this can cause the high fins to act like the
low fins at low heat flux. A CHF of 56 W /cm2 was reached for
the low-finned case at a pressure of 9 kPa. This elucidates that the
high-finned surface cannot only provide an additional surface area
for boiling heat transfer and nucleation, but they can physically
prevent large bubbles from coalescing into a vapor blanket that
could cover the whole heater surface and ultimately dry out.

4.4 Effect of the Pin-Fin Design. Figure 8 compares the boil-
ing performances of rectangular fins and pin fins. The pin-fin de-
sign increases the heat transfer area and interfin volume to twice
that of rectangular fins having similar dimensions. In the high heat
flux region, pin fins augment the maximum BHTC to
3.2 W /cm2 K �2 kPa case� and �6.0 W /cm2 K �9 kPa case�.
This is a 30.6% and �19.3% improvement compared with that of
rectangular fins for 2 kPa and 9 kPa pressures, respectively. This
again showed that the adequate space for vapor escape and liquid
refill provided by pin-finned surfaces can bring about an enhance-
ment in the high heat flux region. In the low heat region, the pin
fin performed slightly better at 2 kPa but worse at 9 kPa in com-

Fig. 5 Boiling curves for finned surfaces having different fin
spacings with constant fin thickness „t…=1.0 mm and fin height
„h…=15 mm at 2 kPa pressure. The plain surface data is mea-
sured with the same apparatus.

Fig. 6 Boiling curves for finned surfaces having different fin
spacings with constant fin thickness „t…=1.0 mm and fin height
„h…=15 mm at 9 kPa pressure

Fig. 7 Boiling curves for finned surfaces having different
heights with constant fin spacing „g…=0.5 mm and fin thick-
ness „t…=0.5 mm at pressures of 2 kPa and 9 kPa. The CHF is
reached for the low-finned surface.
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parison to the rectangular fin. This behavior supports the observa-
tion that the BHTC is significantly influenced by the heat transfer
area at lower pressures.

5 Visualization
Figure 9�a� illustrates the boiling regime occurring on a finned

surface. For a low heat flux of 5 W /cm2 at 2 kPa pressure the
ebullition process is continuous, but is occurring only on one

nucleation site. Nucleation starts at the fin root between two ad-
jacent fins. As the bubble grows, it is expected to have a large
bubble departure diameter �60–80 times the size of the fin spac-
ing�, but given the narrow interfin spacing it is forced to take the
shape of the fin space, thus forming a thin vertical vapor film/
plug. This vapor film grows as it absorbs heat near the fin wall and
base, shown in time frames 0 ms, 10 ms, and 20 ms. When it
reaches the fin tip, the vapor retakes its supposed spherical shape
and rapidly expands to a larger bubble, seen from 30 ms and 40
ms. As the bubble lifts off, it drags out the rest of the vapor film
from the fin space, shown in 40 ms, 50 ms, 60 ms, and 70 ms
intervals of Fig. 9�b�. Finally, liquid fills up the fin space and the
cycle repeats all over again. On occasion vapor film is seen to
oscillate in size in the low heat flux region. This occurs while the
vapor film is cooled by liquid convection and results in the film
intermittently shrinking its size. As thin liquid film is created in
between the vapor film and the solid fin, the heat transfer mecha-
nism is similar to thin film evaporation, enhancing the contribu-
tion of latent heat transfer.

For a heat flux of 20 W /cm2, nucleation occurred in all the
interfin spaces, shown in Fig. 10�a�. All the vapor films are grow-
ing simultaneously, and upon reaching the fin tip �from 0 ms to 20
ms�, spherical bubbles are formed in close proximity to one an-
other such that it allows bubble coalescence �from 30 ms to 60
ms�. The newly merged bubble has greater buoyancy and in-
creases its rate of ascension. This enables the spherical portion of
the bubble to be detached or snapped from its film portion. As this
boiling cycle cools down the fins, the vapor film left inside the fin
spacing condenses and shrinks as the liquid starts to fill up the fin
space all over again �shown in frames 80 ms and 84 ms in Fig.
10�a� and in Fig. 10�b��. Increasing the heat flux to 50 W /cm2,
bubbles continuously escape from the fin tip and the vapor film
inside the fin spacing maintains its size without shrinking. This
happens because the heat input is large enough such that the fins
maintain a sizeable superheat and avoid condensation. This boil-

Fig. 8 Boiling curves for rectangular and square pin-finned
surfaces with fin spacing „g…=0.5 mm, fin thickness „t…
=1 mm, and fin height „h…=15 mm at 2 kPa and 9 kPa
pressures

Fig. 9 „a… Water boiling on a finned surface „fin height
=15 mm, fin spacing=0.5 mm, and fin thickness=1.0 mm…

with heat flux of 5 W/cm2 at 2 kPa pressure. The darkened slot
at 40 ms shows the presence of a vapor plug within the fin
space as no light is able to go through. At 50 ms, the same fin
space is now filled with liquid as shown by the lighter contrast.
„b… The graphical depiction of bubble growth and departure se-
quences in the narrow fin spacing.

Fig. 10 „a… Water boiling on a finned surface „fin height
=15 mm, fin spacing=0.5 mm, and fin thickness=1.0 mm…

with a heat flux of 20 W/cm2 at 2 kPa pressure and „b… the
graphical depiction of growth, coalescence, and departure se-
quences of adjacent bubbles
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ing regime is similar to annular flow in pipes, in that there is a
vapor core inside the fin space and the only path for liquid reflow
is through the sides of the fin wall. The vapor film that constantly
occupies the fin space impedes the liquid reflow, which causes the
boiling performance to significantly deteriorate �previously shown
in Fig. 5�.

6 Conclusion
Increasing the pressure would increase the boiling heat transfer

coefficient for both the finned and plain surfaces. Boiling at low
pressures causes the formation of vapor films/plugs �compressed
bubbles� inside a narrow fin spacing. A thin liquid film near the fin
wall enhances evaporation. Visualization shows that in the low
heat flux region, vapor plugs oscillate in size before escaping the
fin space and eject out as spherical bubbles beyond the fins. At
high heat fluxes, vapor films are present in all of the fin spaces,
impeding the return of liquid and leading to a decline in the slope
of the boiling curve.

At an optimal fin-thickness configuration, the maximum boiling
heat transfer coefficients are 2.88 W /cm2 K and 5.88 W /cm2 K
at pressures of 2 kPa and 9 kPa, respectively, and the heat transfer
rates are well above the critical heat condition of the plain sur-
faces. At low pressures, boiling hysteresis is observed for finned
surfaces with large fin spacings and this is due to the presence of
natural convection phenomenon, i.e., delaying the onset of boiling
and the boiling curve slope asymptotes to the one for plain sur-
face. In the high heat flux region, a smaller interfin spacing con-
stricts vapor escape as well as the liquid reflow into the fin spaces,
resulting in a greater reduction in the slope of the boiling curve.
High-finned surfaces provide more resistance for bubbles to de-
part from surfaces at high heat flux regions. The high rectangular
fins prevent bubble coalescence, which delays the CHF occur-
rence to a higher heat flux value. A pin-fin design increases the
maximum boiling heat transfer coefficient to 3.2 W /cm2 K �2
kPa case� and �6.0 W /cm2 K �9 kPa case�, which is a 30.6% and
�19.3% improvement compared with the coefficients for rectan-
gular fins having similar fin spacing, height, and thickness for
both cases of 2 kPa and 9 kPa pressures, respectively.
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Confocal Microscopy for Capillary
Film Measurements in a Flat
Plate Heat Pipe
This paper aims to show how confocal microscopy can be useful for characterizing
menisci in a flat plate heat pipe made of silicon. The capillary structure is made of radial
microgrooves whose width decreases from the periphery to the center of the system. A
transparent plate is used to close the system and allow visualizations. The confocal
method allows measuring both the liquid film shape inside the grooves and the conden-
sate films on the fins. The film thickness is lower than 10 �m. The measurements show
that the condensate film forms a drop connected to the meniscus in the grooves but their
curvatures are reversed. As a result, a very thin region shall exist where the liquid formed
by condensation is drained to the grooves. The drop curvature radius decreases from the
condenser to the evaporator like the meniscus radius in the grooves. Therefore, a small
part of the liquid is drained by the fins from the evaporator to the condenser. Further-
more, the condensate film covers a large part of the system and can also be in contact
with the evaporator at high heat fluxes. �DOI: 10.1115/1.4000057�

Keywords: evaporation, condensation, flat plate heat pipes, thin film, capillarity

1 Introduction
Flat plate heat pipes �FPHPs� are microfluidic devices that are

usually designed for thermal management of electronic compo-
nents �1� but that can be used in others applications, such as the
cooling of proton exchange membrane fuel cells �2�. They are
used for their heat transfer capacity as well as their capacity of
homogenizing the temperature.

A FPHP is a cavity of small thickness filled with a two-phase
working fluid. Heat sources and heat sinks are located anywhere
on the cavity with the other parts being insulated. Heat is trans-
ferred from heat sources to heat sinks by vaporization of the liquid
and condensation of the vapor. The parts of the system where
evaporation and condensation occur are the evaporator and the
condenser, respectively. The liquid returns from the evaporator to
the condenser through a capillary structure made of microgrooves,
meshes, or sintered powder wicks. Since the 1990s, heat pipes
have been miniaturized to respond to the demand in electronic
cooling devices as small as the electronic components themselves.
FPHPs are usually made of copper �2–4� to increase their heat
transfer capability, but silicon systems are now preferred to create
smaller devices �5,6�. Indeed, silicon is the material of micro-
electronic whose etching techniques can be used to realize very
small capillary structures with various shapes. Furthermore,
FPHPs in silicon can be integrated in the core of electronic com-
ponents, avoiding the thermal contact resistance between the cool-
ing device and the electronic components.

Although a lot of works have been published on flat plate heat
pipes, the literature is poor in experimental papers, especially for
silicon systems. Furthermore, the provided measurements are not
sufficient to describe the behavior of these systems, but only to
estimate their overall thermal performance. The physical phenom-
ena that drive a heat pipe are complex and cannot be understood
only with temperature sensors. The temperature field in these sys-
tems is mainly due to evaporation and condensation phenomena

inside the capillary structure. The major part of the heat flux is
transferred through thin films at both the evaporator and con-
denser locations �7,8�. The shape of the liquid films is the result of
both heat transfer phenomena and capillary flows inside the cap-
illary structure. Thus, heat transfer phenomena are highly linked
to hydrodynamic parameters and to interfacial properties. There-
fore, measurements of the location and the shape of liquid films
inside a heat pipe are required in association with temperature
measurements to understand the physical mechanisms that drive
the system.

Capillary phenomena, evaporation, and condensation in micro-
channels have been the focus of a lot of single experimental pa-
pers these last years �9–11�. In a heat pipe, these phenomena are
linked together and cannot be studied separately. Therefore, it is
difficult to realize measurements in such a device. For example,
micro particle image velocimetry �PIV� �12� is not helpful in heat
pipes because the process of insemination is not appropriate. In-
deed, any particles introduced in the liquid would be blocked at
the evaporator because of their nonevaporative character. Mea-
surements by means of a camera �9,11� or image-analyzing inter-
ferometry �10� is not feasible. Indeed, those measurement tech-
niques require a FPHP totally transparent �including the capillary
structure� to allow liquid thickness measurements inside the sys-
tem. A transparent capillary structure would have a very bad ther-
mal conductivity and, moreover, as heat sources and heat sinks
have to be located on the system, it prevents any optical system to
pass through the capillary structure. As a result, the liquid film can
only be measured from above the capillary structure and not
through it. A FPHP, made of two plates, one opaque including the
capillary structure and one transparent, has to be realized. It has to
be noticed that the experimental bench should sustain high pres-
sure variations that occur in working conditions.

In this article, we present the capability of an experimental
bench dedicated to measurements of liquid films inside a flat plate
heat pipe in working conditions. The capillary structure is made of
radial microgrooves etched in a silicon wafer. A transparent plate
closes hermetically the heat pipe. A confocal microscope is used
to measure the location of the liquid-vapor interface in the micro-
grooved capillary structure. The optical principles of the system
are described in Fig. 1. A white light point source is imaged by a
lens that has not been corrected for chromatic aberration on a
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series of monochromatic point images in the measurement space.
The reflected light passes back through the lens and is directed
toward a spectral detector by a partially reflecting mirror. The
spectral analysis of the collected lights that are separated by a
spatial filter allows the location of the surface to be measured. The
monochromatic light having the highest intensity corresponds to
the surface to be measured.

Finally, we present and analyze the results obtained using con-
focal microscopy coupled with temperature measurements on the
wall. We especially focus on condensate films, whose thickness is
lower than 10 �m and which have apparently never been mea-
sured in FPHPs.

2 Experimental Setup
The flat plate heat pipe under investigation is shown in Fig. 2.

Its capillary structure, with a diameter of 50 mm, is etched on a
silicon wafer of 100 mm in diameter and 525 �m in thickness. It
is made of 72 radial microgrooves that are connected by crossed
grooves at the center of the device. The etching depth is equal to
200 �m. The radial grooves have a rectangular cross section
whose width varies from 670 �m at the periphery to 110 �m at
the connection with the crossed grooves. These crossed grooves
have a width equal to 100 �m and they are separated by fins of
same width, which creates a network of 300 small posts of 100
�100 �m2.

The FPHP is hermetically sealed on its upper face with a boro-
silicate plate, which allows the liquid/vapor meniscus observation
in the grooves �Fig. 3�. An EPDM ring is placed on all the non-
etched surface of the silicon—between the silicon wafer and the
transparent plate—to provide vacuum tightness. As a result, a 2
mm vapor space height is created above the etched area. A circular
heat source is located in the middle of the silicon wafer. It is a
thick resistor film with a surface of 1 cm2. This resistor of 0.1 �

is supplied by a 0–3 V dc power supply. Electric power is ob-
tained by measuring the voltage drop across the heating resistor
and the current intensity, owing to a calibrated resistance. As a
result, the uncertainty due to the power measurement is negligible.
The heat sink is a circular water heat exchanger �inlet diameter of
44 mm and outlet diameter of 50 mm; surface equals to 4.4 cm2�.
The water flow rate is constant and the inlet temperature is con-
trolled by means of a thermostatic bath in order to have a constant
working temperature when the heat transfer rate increases. The
working temperature of the FPHP is measured by a thermocouple
located at the middle of the borosilicate plate. The entire FPHP is
insulated as well as the borosilicate plate during the thermal tests.
Nine thin calibrated thermocouples of type T—deposited on a
Kapton film—are located along a diameter of the FPHP. The sili-
con wafer is submitted to high pressure variations in working
conditions. Thus, as its thickness is very small, an epoxy resin is
used to strengthen it and to avoid its breaking.

A confocal microscope is used to measure the evolution of the
meniscus curvature radius in the grooves, the FPHP being in hori-
zontal orientation. The confocal microscope is a STIL Mi-
cromesure 2 system. The optical sensor has a nominal measuring
range of 350.0 �m. The working distance is about 13 mm. The
maximum measuring angle for specular reflection is equal to 27.4
deg. The optical sensor velocity is about 1 mm s−1, which is fast
enough for not thermally disturbing the measurement. Once the
top of the groove is located by the sensor, the surface profile is
recorded. The resulting data are used to estimate through a least
square method the radius and the center coordinates of a circle
that fits at best the experimental data. Several similar measure-
ments are realized from the center to the periphery to obtain the
meniscus curvature radius variation from the evaporator to the
condenser.

Before the thermal tests, the FPHP has to be degassed and filled
with a fluid and cleaned depending on a method already used in
Ref. �2�. A filling tube provided with a tightness valve is con-
nected to the FPHP through a hole made in the transparent plate.
It has to be noticed that the amount of liquid to fill the grooves is
about 0.13 ml, which is lower than the amount of fluid contained
in the dead volumes among the filling tube and the valve. As a
result, it is not possible to measure accurately the amount of fluid
contained in the grooves in working conditions. Thus the filling
ratio fr will be defined as the amount of liquid measured through
the transparent plate in vertical position divided by the volume of
both the vapor space and the capillary structure.

3 Temperature Measurements
The FPHP has been tested in horizontal orientation with metha-

nol as the working fluid. Indeed, this fluid has suitable thermal
properties at this temperature level �high surface tension and la-
tent heat of vaporization and small saturation pressure� and the
wettability on silicon is very high compared with water for ex-
ample. The working temperature was fixed to 30°C. Figure 4
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presents the temperature field measured for different heat fluxes
�q=2.4–8.4 W /cm2 by steps of 2 W /cm2�. The solid lines cor-
respond to the FPHP filled with methanol for a filling ratio of
4.7% and the dashed lines correspond to the empty heat pipe. The
location and size of the evaporator and condenser are shown on
the abscissa axis of this graph. For each heat flux, the maximum
temperature difference is 2.5 times lower when the heat pipe is
filled. This result is satisfactory but is not as good as it could be
with a larger FPHP. As a comparison the maximum temperature
difference was 20 times lower for the FPHP—made of copper and
filled with the same fluid—tested by Rullière et al. �2�, but the
length of the heat pipe was 10 times higher than the radius of this
heat pipe. In this application, a part of the heat flux is transferred
directly by heat conduction in the wall. Indeed, the temperature
gradients in the wall are never equal to zero in spite of the very
small thickness of the wall. As a result, it is not easy to determine
the saturation temperature; indeed, contrary to classical heat pipes,
there is no zone of the adiabatic area where the temperature field
is homogeneous. This is the reason why the working temperature
is measured on the thermally isolated transparent wafer.

It has to be noticed that the heat pipe still works with heat
fluxes higher than 8.4 W /cm2, but beyond this value, nucleate
boiling occurs. When bubbles appear, the transparent plate is wet-
ted, which prevent observations that are the goal of this paper.
Moreover, nucleate boiling in flat heat pipes has already been
described in a previous paper �4�.

Figure 5 presents the temperature field for a heat flux of

8.4 W /cm2 and different filling ratios varying from 84.5%, when
the system is nearly full of liquid, to 0%, when it is empty. The
dashed lines correspond to filling ratios higher than 50% and the
solid lines to filling ratios lower than 5%. The bold line is the
temperature field when the heat pipe is empty.

The temperature gradients decrease when decreasing the filling
ratio until a value of 3.5%, for which the minimum temperature
difference is obtained. For high filling ratios, the temperature field
in the area of the condenser is very close to that of the empty
system, because the condenser is overfilled. Nevertheless, at the
center of the system, the temperature gradients are smaller due to
capillary two phase flow. For filling ratios lower than 5%, the
decrease in the filling ratio affects both the evaporator and the
condenser until a filling ratio of 2.4%, for which the dry out is
reached between the heat source and the cold source. As a result,
the temperature gradients remain small in the condenser but are
close to that of the empty system in the evaporator.

The temperature measurements can be used to calculate the
thermal resistance of the system, which is defined as the ratio of
the difference between the mean evaporator temperature Tevap and
the mean condenser temperature Tcond to the heat rate Q:

Rth =
Tevap − Tcond

Q

The thermal resistance decreases nearly linearly from a full sys-
tem to a filling ratio of 9% �Fig. 6�. This evolution is mainly due
to the decrease in the condenser thermal resistance. For lower
filling ratios, the thermal resistance decreases abruptly until fr
=3.5%, for which its value is minimum and 3.7 times lower than
that of the empty system. This abrupt variation is most likely due
to the thinning of the liquid film in the grooves at the evaporator
and especially to the very thin film at the junction between the
meniscus and the wall where most of the heat flux is dissipated.
This result shows that the filling of the system has to be optimized
to obtain the best thermal performance. Furthermore, one should
notice that a small underestimation of the filling ratio can lead
abruptly to the drying of the evaporator �fr=2.4%� and conse-
quently to very poor performance.

4 Measurements of the Liquid Film Thickness Inside
the Capillary Structure

In this part, we present liquid film thickness measured by
means of confocal microscopy in the grooves and on the fins.

4.1 Measurements by Confocal Microscopy. Figure 7�a�
presents an example of measurement obtained at r=13.7 mm for
a methanol filling ratio of 4.7%, a heat flux equal to 8.4 W /cm2,
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and a working temperature equal to 30°C. Four grooves are visu-
alized. The width of the grooves and the fins are about 400 �m
and 800 �m, respectively. One has to notice that the scale on the
y axis is 100 times lower than that on the x axis. This figure shows
that it is possible to measure both the meniscus curvature radius
inside the grooves and the condensate film on the fins. According
to our knowledge, this film thickness has never been measured
before in a heat pipe. This information is fundamental to under-
stand the distribution of the liquid film on the fins, which has an
important consequence on the heat pipe temperature. In our pre-
vious experimental works �2�, the confocal microscope was not
useful to measure this thin film; the FPHP was made of copper
and the reflection of white light on a copper surface is larger than
on silicon surface. As a result, the intensity of the reflected light is
so high compared with that of the light reflected on the liquid-
vapor interface that the focalization on the liquid film is not ac-
curate enough for proper measurements. With silicon, the intensity
of the reflected light is lower, which allows this measurement. In
this example the thin condensate film thickness is lower than
5 �m.

Figure 7�b� presents a zoom of Fig. 7�a� with the circles that fit
the experimental data, so as to determine the film radii of curva-
ture. The radius of curvature is found to be 1.08 mm in the
grooves and 12.4 mm on the fins. In addition, the curvatures be-
tween these zones are reversed. Therefore, because of the Young–
Laplace law, the liquid pressure is higher than the vapor pressure

on the fins and lower than the vapor pressure in the grooves. In the
condenser section, as the liquid film is present in both the grooves
and the fins, the solid-liquid interface is not visible. The exact
location is obtained in nonworking conditions or the silicon can be
viewed with the confocal microscope if the liquid refractive index
is known. In that case, the optical system analyzes two reflected
lights, one from the liquid-vapor interface and one from the solid-
liquid interface.

The connection between the condensate film and the film in the
grooves is of great importance. Indeed, the grooves are mostly
filled by the vapor that condensates on the fins. As a result, a
connection between the two films shall exist to allow the conden-
sate to flow from the fins to the grooves. Nevertheless, the transi-
tion between the two films looks abrupt from our measurements.
Thus, a very small region shall be present where the curvature
changes from a constant positive value to a constant negative
value. Furthermore, in this very small region, condensation shall
be intense because this thin liquid film will result in a very low
thermal resistance. A microcondensation model has to be devel-
oped for this microzone. This task could be analogous to that
performed for micro-evaporation at the contact line �e.g., Refs.
�7,8�, and all the subsequent literature on that issue�. It has to be
noticed that the optical sensor is not useful to measure such small
films perhaps because its measuring range is too wide �350 �m�.

4.2 Results for a Fixed Filling Ratio of Methanol. Measure-
ments with the confocal microscope have been performed on the
entire surface in steady-state conditions. Figure 8 presents the
meniscus curvature radii Rc measured all along the grooves for
different heat fluxes �q=0.4 to 8.4 W /cm2 by step of 2 W /cm2�.
These results correspond to a filling ratio of 4.7% and can be
associated to the temperature measurements presented in Fig. 4.
The meniscus curvature radii obtained by confocal microscopy are
averaged over ten grooves located at a same radial position. The
average standard deviation of these measurements is about
50 �m. Thus, the major uncertainty is not due to the measure-
ment apparatus but to some dispersion of the meniscus curvature
between the different grooves. In the evaporator area, the micro-
scope is not useful to measure the menisci. Indeed the slope of the
meniscus at the junction with the grooves is higher than the maxi-
mum measuring angle of the optical sensor, which is equal to 27.4
deg for specular reflection. Nevertheless, the measurements show
that even in the evaporator section, the meniscus is always at-
tached to the top of the grooves for the observed zones.

For a heat flux of 0.4 W /cm2, the system is nearly in nonwork-
ing conditions. As a result, Rc is constant all along the grooves
and is equal to 1.4 mm. When the heat flux increases, the menis-
cus curvature radius remains constant at the condenser but de-
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creases elsewhere due to the flow of liquid from the condenser to
the evaporator, which creates a pressure drop inside the grooves.
Indeed, a pressure difference exists between the liquid and the
vapor due to the Young–Laplace law:

Pv − Pl =
�

Rc

where � is the surface tension and, Pv and Pl are the vapor and
liquid pressure, respectively. In the present experiment, as the va-
por space is high, the vapor pressure can be considered as constant
all along the grooves. Thus, the pressure drop in the liquid can be
expressed as follows:

�Pl = ��� 1

Rc
�

max
− � 1

Rc
�

min
�

The system works while the meniscus curvature radius is higher
than half the width of the grooves. Then, the capillary limit is
reached and dry out occurs at the evaporator. As we can see on
Fig. 8, even for the maximum heat flux applied during this experi-
ment, this limit is not reached. But, as it was explained in Sec. 3,
boiling occurs for higher heat fluxes, which prevents the measure-
ments of the menisci for higher heat fluxes.

Figure 9 presents the meniscus curvature radii measured on the
fins for different heat fluxes �q=2.4–8.4 W /cm2 by step of
2 W /cm2�. The dispersion of the measurements is noticeable for
radii higher than 20 mm. This is especially true for the smallest
heat flux �q=2.4 W /cm2�. Nevertheless, for radii lower than 20
mm, the standard deviation of these measurements is lower than 1
mm. Figure 9 shows that a condensate film exists until the extrem-
ity of the evaporator at r=5.7 mm. One part of the liquid is
drained from the evaporator to the condenser by the capillary
forces. Indeed, on the fins, the meniscus curvature radius de-
creases from the condenser to the evaporator which creates a
small capillary pressure difference. For example, the capillary
pressure difference reaches about 3 Pa for a heat flux of
8.4 W /cm2. Nevertheless, this capillary pressure difference re-
mains small compared with that inside the grooves �e.g., 14 Pa for
a heat flux of 8.4 W /cm2� and the condensate films are very thin
compared with the thickness of the liquid in the grooves. As a
result, the liquid flow on the fins is small compared with that in
the grooves.

The radius of curvature is used to calculate the liquid film
thickness � at the middle of a fin �Fig. 10�. For the different heat
fluxes, it is possible to determine film thicknesses higher than
2 �m. The microscope fails to reach smaller thicknesses. In the

condenser the liquid thickness is relatively independent from the
heat flux. At high heat fluxes, the thickness of the condensate film
is higher due to higher rates of condensation.

4.3 Results Obtained With FC72. Figure 11 presents menis-
cus curvature radii obtained with FC-72 as working fluid and a
working temperature of 50°C. Two heat fluxes were applied to the
system: 4.6 W /cm2 and 8 W /cm2. FC-72 has very bad thermal
properties �small surface tension, latent heat of vaporization, and
thermal conductivity�. However, these properties are interesting in
the present experiment because they lead to very high variation in
the meniscus curvature radius inside the grooves. These results are
interesting for future works to validate hydrodynamic model of
liquid flow inside radial microgrooves.

5 Conclusion
A flat plate heat pipe made of silicon including a radially

grooved capillary structure has been characterized experimentally.
For that purpose, a confocal microscope has been used to measure
both the meniscus curvature radius in the grooves and the conden-
sate films on the fins. Using this optical method allows measuring
condensate films of very small thickness �down to 2 �m� for such
a silicon wall. The measurements show that this condensate film
forms a circle whose curvature radius decreases from the con-
denser to the evaporator like the meniscus radius in the grooves.
As a result, a small part of the liquid is drained from the evapo-
rator to the condenser by the fins. Such experimental results are
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not available in the heat pipe literature and constitute a database to
analyze and validate thermal and hydrodynamic models of these
systems. The measurements show that a microcondensation model
has to be developed to take into account the transition between the
condensate film and the meniscus in the grooves.

Acknowledgment
This work was supported by the GIP-ANR in the frame of the

nonthematic project “INTENSIFILM” under Grant No. ANR-06-
BLAN-0119-03.

Nomenclature
fr � filling ratio
P � pressure, Pa
q � heat flux, W m−2

r � radial coordinate, m
Rc � meniscus curvature radius, m
Rth � thermal resistance, K W−1

Subscripts
cond � condenser
evap � evaporator
max � maximum
min � minimum

l � liquid
v � vapor
w � wall

Greek Symbols
� � surface tension, N m−1

� � liquid film thickness, m
T � temperature, K

work � working
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Flow Boiling Visualization of
R-134a in a Vertical Channel of
Small Diameter
The present work reports on flow boiling visualization of refrigerant R-134a in a vertical
circular channel with an internal diameter of 1.33 mm and 235 mm in heated length. A
quartz tube with a homogeneous Indium Tin Oxide coating is used to allow heating and
simultaneous visualization. Flow patterns have been observed along the heated length
with the aid of high-speed complementary metal oxide semiconductor (CMOS) digital
camera. From the flow boiling visualization, seven distinct two-phase flow patterns have
been observed: isolated bubbly flow, confined bubbly flow, slug flow, churn flow, slug-
annular flow, annular flow, and mist flow. Two-phase flow pattern observations are
presented in the form of flow pattern maps. The effects of the saturation temperature and
the inlet subcooling degree on the two-phase flow pattern transitions are elucidated.
Finally, the experimental flow pattern map is compared with models developed for con-
ventional sizes as well as to a microscale map for air-water mixtures available in litera-
ture, showing a large discrepancy.
�DOI: 10.1115/1.4000012�

Keywords: flow boiling, two-phase, flow patterns, microchannel, refrigerant R-134a

1 Introduction
With the rapid development of microelectronic devices and mi-

cromanufacturing technology, boiling heat transfer in minichan-
nels and microchannels has become increasingly important. Pre-
vious studies reported higher heat transfer capability in
microchannels than in ordinary sized large tubes �1�. However, the
governing phenomena are not yet well understood.

Two-phase vapor-liquid flow can take on many geometrical
configurations according to the spatial distribution of the vapor
and liquid phases in the channel. These configurations are known
as flow patterns. Although the flow pattern classification is not yet
clear from literature, four main flow patterns seem to exist: bub-
bly, intermittent, and annular; for horizontal flow, it is stratified
flow. Good knowledge on the actual bubble dynamics is funda-
mental for the understanding and prediction of flow boiling heat
transfer in small channels.

No satisfactory method has been developed to predict the cor-
rect flow pattern for any specified local flow conditions. One
simple method, however, is to present the flow patterns in the
form of so-called flow pattern maps, plotting the transition bound-
ary lines on two-dimensional graphs. The difficulty of identifying
flow regimes and their transitions comes mainly from the lack of
agreement in the description and classification of the flow patterns
and from the subjectivity of the observer.

The earliest flow pattern map for two-phase gas-liquid flow was
proposed by Baker �2� based on observations on cocurrent flow of
gases and condensate petroleum products in horizontal pipes.
Many more flow pattern maps were presented since then; among
them, the most commonly accepted, are perhaps those of
Mandhane et al. �3� for horizontal flow and Hewitt and Roberts
�4� for vertical channels. Most of these flow pattern maps, how-
ever, result from experimental observations and are limited to con-
ditions near those of the measurements. Taitel and co-workers
�5,6�, for horizontal flow and vertical flow, suggested a general-

ized model to predict flow patterns based on a momentum bal-
ance. In their model, each flow pattern transition is defined by a
separate transition criterion using a set of nondimensional param-
eters. The model was validated using the available experimental
data taken in horizontal, vertical, and inclined pipes ranging in
size from 13 mm to 60 mm in diameter and with air-water at low
pressure. Mishima and Ishii �7� argued that traditional flow regime
criteria based on the gas and liquid superficial velocities is not
sufficient to the two-fluid model formulation and that geometrical
parameters such as the void fraction should be used. From this
point of view, a new flow regime model was developed. They are
in good agreement with the existing data for atmospheric air-water
flow, for steam-water, and for boiling flow. A large comprehensive
review of available flow pattern maps and predictive models for
conventional sizes can be found in Spedding and Spence �8�.

The flow pattern transition mechanisms in small channels are
not yet generally agreed. However, most researchers agree that
when the dimension of the channel is reduced, the surface tension
becomes an increasingly important parameter �9–15�

One of the first studies on flow patterns in small channels is that
of Marchessault and Mason �16�, where they considered the hy-
drodynamics of the liquid film surrounding an air bubble in a
capillary tube.

Suo and Griffith �17� studied the flow of gas and liquid in
horizontal tubes of 0.5 mm and 0.7 mm diameter. They distin-
guished three different flow patterns, namely, slug, slug-bubbly,
and annular. No stratified flow was observed in their experiments.

Oya �18� experimentally investigated the effects of the entrance
section and the liquid properties on the flow patterns in upward
two-phase flow in tubes of 2 mm, 3 mm, and 6 mm diameter. He
found the transition lines in the flow pattern maps to be only
slightly affected by the tube size both for vertical and horizontal
flows.

Barnea et al. �9� conducted visual observations of air-water
flow patterns in glass pipes with diameters ranging from 4.0 mm
to 12.3 mm both for horizontal and vertical flows. The experimen-
tal data were found to be in good agreement with the predictive
models by Taitel and co-workers �5,6� with the exception of the
stratified nonstratified transition boundary in horizontal flow. It is
claimed that in small pipes the surface tension effect becomes the
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dominant mechanism for the stratified-intermittent transition,
while for larger pipe sizes, the Kelvin–Helmholtz instability is the
dominant factor. Finally, they proposed a modification to the
semi-analytical model by Taitel and Dukler �5� for small sized
pipes that takes into account the surface tension effect.

Damianides and Westwater �19� investigated air-water flow pat-
tern for horizontal glass tubes of inner diameters from 1 mm to 5
mm. They found that the model of Taitel and Dukler �5� satisfac-
torily predict their bubbly-slug transition but not the other transi-
tion lines.

Fukano and Kariyasaki �10� investigated air-water flow patterns
in horizontal and vertical tubes of inner diameters from 1 mm to 9
mm. No stratified flow was seen in the smaller tubes. The critical
pipe diameter at which the surface tension force exceeds gravity
force was found to be between 5 mm and 9 mm. They also re-
ported a poor agreement with the flow map of Mandhane et al. �3�.
Similar results were obtained by Mishima and Hibiki �20� who
performed experiments with air-water mixtures in vertical tubes of
1 mm to 4 mm internal diameter. Their flow pattern transitions
could be well predicted by the Mishima and Ishii �7� model.

Using water and air, Triplett et al. �21� performed experiments
in circular �1.1 mm and 1.45 mm diameter� and semitriangular
�1.09 mm and 1.49 mm hydraulic diameter� microchannels. The
resulting flow pattern maps were similar for all the test sections
and mostly covered by the slug and slug-annular flow patterns.
They also claim that since the channel diameter are about equal to
or smaller than the Laplace length scale, the hydrodynamic inter-
facial processes that are governed by Taylor instability, crucial in
larger channels, do not apply to capillaries.

Serizawa et al. �22� investigated the two-phase flow patterns in
a 20 �m, 25 �m, and 100 �m �air-water� and in a 50 �m
�steam-water� microchannel with a quite similar general trends. A
number of flow patterns were identified, some of them not previ-
ously observed for capillary tubes of 1 mm in diameter, namely,
dispersed bubbly, gas slug, skewered slug, liquid ring, frothy an-
nular, annular, liquid lump, and rivulet and for the steam-water,
the liquid droplet flow.

Kawahara et al. �23� conducted visual observations of nitrogen-
water two-phase flow patterns in a silica capillary tube of
100 �m. They did not observe bubbly and churn flow. A flow
pattern map was developed based on the probability of appearance
of each type of flow.

Most of the studies on flow patterns in small channels dealt
with adiabatic air-water mixtures, whose characteristics differ ex-
tensively from that of refrigerants in a boiling process, as high-
lighted by Hetsroni et al. �24�.

Yang and Shieh �25� performed an experimental investigation
on flow patterns in small channels �1.0–3.0 mm diameter� using
both refrigerant R-134a and air-water two-phase flow. When com-
paring the resulting flow pattern maps, they found the slug to
annular transition to occur at lower gas velocity for R-134a. Sur-
face tension force, larger for water than for the refrigerant, tends
to keep the liquid holdup between the tube walls and thus retard
the transition from slug to annular. The surface tension force also
makes the bubbles to retain its circular shape making the intermit-
tent to bubbly transition to occur earlier for air-water than for
R-134a.

Garimella et al. �26� studied flow patterns during condensation
of R-134a in circular channels of 0.5 mm to 4.9 mm internal
diameter, and proposed a correlation to determine the transition
between intermittent and nonintermittent flow.

Huo et al. �27� experimentally investigated the flow patterns
and heat transfer of R-134a flow boiling inside vertical tubes with
internal diameters of 4.26 mm and 2.01 mm. The reduction in the
diameter was seen to shift the slug to churn and the churn to
annular transitions to higher values of gas velocity. Chen et al.
�28,29� extended the visualization study by using 2.88 mm and
1.10 mm diameter tubes at three different pressures. Twelve flow
pattern maps were drawn and compared with existing models for

normal size tubes indicating significant differences in the 4.26 mm
tube and more so for the smaller tubes. An increase in the pressure
resulted in earlier �i.e., lower vapor velocity� transition from slug
to churn and churn to annular flow.

Flow patterns of two-phase R-134a and R-245fa in horizontal
microtubes of 0.5 mm and 0.8 mm diameter were investigated by
Revellin and Thome �30�. The two-phase flow transitions did not
compare well to a macroscale flow map for refrigerants or to a
microscale map for air-water flow. The diameter effect was lim-
ited to the bubbly to slug transition and all transitions seemed to
be less influenced by the mass flux when using R-245fa.

In all these flow boiling experiments, the flow patterns were
observed at an adiabatic glass section placed, in the best case,
immediately after the heated section due to the difficulty of visu-
alization through the metal heating wall. The present work reports
new sui generis data on two-phase flow patterns of refrigerant
R-134a under nonadiabatic conditions in a single vertical trans-
parent tube of 1.33 mm internal diameter.

2 Experimental Facility and Data Reduction
The two-phase flow boiling rig was designed and constructed as

schematically illustrated in Fig. 1. In the apparatus, system pres-
sure, heat flux, mass flux, and inlet subcooling degree can be
adjusted independently.

Circulation of the fluid is driven by a magnetic gear pump with
microprocessor control and is measured with a Coriolis mass flow
meter. The system pressure is adjusted by fixing the cooling water
flow rate in the condenser and further set within �2% by control-
ling the electrical heat input to a tank connected to the main loop.
The liquid level in the condenser defines the system pressure.
Subcooling degree at the inlet of the test section is adjusted with
an electrical preheater. The circuit also includes a 7 �m filter to
prevent the flow blocking from small particles.

The test section consists of a vertical quartz glass tube with
internal diameter of 1.33 mm, coated on the outside by a trans-
parent resistive coating of Indium Tin Oxide �ITO�. The test sec-
tion is heated using an electrical dc power supply applying a po-
tential difference directly over the resistive coating. In the
experiments the heated length was 235 mm. The test section is

Fig. 1 Microscale heat transfer and visualization test rig
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placed inside a sealed 60 mm diameter glass tube to which
vacuum was supplied, while the entire test rig is clad with a ther-
mal insulation layer.

The experimental facility is instrumented with an absolute pres-
sure transducer �0–20 bar absolute� to measure the test section
inlet pressure and the corresponding saturation temperature. A dif-
ferential pressure transducer �0–350 mbar differential� to measure
the pressure drop through the test section and 0.1 mm diameter
T-type thermocouples to measure the bulk fluid temperature at the
locations indicated in Fig. 1. Temperatures, system and differen-
tial pressures, and mass flow and test section dc voltage and cur-
rent are recorded using a data logger connected to a computer. All
tests are performed under steady-state conditions. Thermodynamic
properties for R-134a including density, enthalpy, viscosity, satu-
ration temperature, and thermal conductivity are calculated with
the computer code REFPROP 7.0 developed by the U.S. National
Institute of Standards and Technology �31�. The experimental con-
ditions and maximum associated uncertainties �32� are summa-
rized in Table 1.

Flow patterns have been observed and recorded with a high-
speed CMOS digital camera with a recording speed up to 100,000
frames per second �fps� and tungsten lightning �Fig. 2�. For the
actual experiments, recording speeds from 3000 fps to 10,000 fps
were used. A still digital camera �3 megapixel� with automatic
synchronized flash and close-up lens has been used in parallel.
The use of a transparent heated tube enabled flow pattern visual-
ization along the whole heated length.

For a given test point, the heat flux added to the test section q�
is calculated as

q� =
I · V

A
�1�

where V and I are, respectively, the current and voltage intensity
applied to the test section and A the heat transfer area. Even the
distribution of the heat flux across the whole surface is assumed.

The thermodynamic vapor quality at any axial location xth�z� is
defined from the heat transferred to the fluid as

xth�z� =
q��D�z − zsat�

AGilg
�2�

where ilg is the latent heat of vaporization and zsat is the position
at which saturated condition would be reached �33� and calculated
as

zsat =
ṁR-134acp�Tsat − Ti�

q��D
�3�

3 Results and Discussion

3.1 Flow Pattern Classification. The classification of flow
patterns in vertical channels is not yet generally agreed. However,
most of the researchers seem to agree to categorize their observa-
tions by three main flow patterns: bubbly flow, intermittent flow,
and annular flow. Each main class could then be divided into
subclasses. In the current study, the following seven distinct flow
patterns were identified from the experimental flow visualization.

1. Isolated bubbly flow is characterized by distinct and essen-
tially spherical bubbles and, in general, considerably smaller
in diameter than the channel.

2. Confined bubbly flow is with distinct but distorted �non-
spherical� bubbles, which is of characteristic size compa-
rable to the channel diameter.

3. Slug flow is characterized by elongated, bullet-shaped
bubbles with spherical cap and flat tail �slugs� that occupy
most of the cross section. In this regime, the liquid flow is
mainly contained in liquid plugs, which separate successive
vapor slugs. These liquid plugs may or may not contain
smaller bubbles.

4. Churn flow is formed when the vapor slugs become unstable
and disrupted. The vapor flows in a more or less chaotic
manner through the liquid, which is mainly displaced to the
channel wall.

5. Slug-annular flow is characterized by the collision of neigh-
boring slugs leading to a wavy-annular flow pattern with
deep waves that interrupt the annular flow.

6. Annular flow is where the gas flows continuously in the tube
center while the liquid flows in a film along the channel
wall.

7. Mist flow is with the majority of the flow entrained in the
gas core and dispersed as liquid droplets.

3.2 Experimental Flow Pattern Map. All experiments were
performed by changing the wall heat flux while refrigerant mass
flux �G=100–500 kg m−2 s−1�, inlet subcooling degree ��Tsub,i
=3–8°C�, and inlet pressure �Pi=7.70 bar and 8.87 bar� were
kept constant. For each given set of conditions �inlet pressure,

Table 1 Operating conditions and uncertainties

Parameter Operating range Uncertainty

D �mm� 1.33 �0.003
Pin �bar� 7.70 and 8.87 �0.01
Tsat �°C� 30 and 35 �0.1
G �kg m−2 s−1� 100–500 �0.5%–2%
q� �kW m−2� 5–45 �2%
�Tsub,in �°C� 3–8 �0.2
xth �0.05 to 0.97 �0.015

Fig. 2 Representative photographs of the different two-phase flow patterns observed
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inlet subcooling, mass flux, and heat flux�, the flow patterns were
identified at eight different positions along the heated section �see
Table 2� in order to investigate the flow pattern evolution with
quality.

In the experiments, the fluid enters under subcooled liquid con-
ditions and is heated to the saturation temperature. A thermal
boundary layer forms at the wall and a radial temperature profile
is set up. If the heat flux is high enough, the liquid temperature
close to the wall will become superheated and, eventually, vapor
nucleation will occur. Vapor bubbles grow from activated nucle-
ation sites on the surface of the tube, slide, and finally detach to
form a bubbly flow. After detachment these bubbles continue to
grow and coalesce with other bubbles �34� to form vapor slugs
separated by liquid plugs in slug flow. Further vapor formation
occurs mainly by evaporation at the interface between the liquid
film and the vapor; vapor slugs become more elongated and liquid
plugs narrower. At higher vapor qualities the neighboring slugs
collide and ultimately form the annular flow. Further vapor for-
mation occurs mainly by evaporation at the interface between the
liquid film and the vapor; vapor slugs become more elongated and
liquid plugs narrower. At higher vapor qualities the neighboring
slugs collide and ultimately form the annular flow.

The increase in velocities in the vapor core will cause entrain-
ment of liquid in the form of droplets �mist flow�. The reduction in
the liquid film caused by entrainment and evaporation at the in-
terface between the liquid film and the vapor results, ultimately, in
the complete dry out of the surface �33�. A schematic representa-
tion of the flow patterns inside the vertical heated tube is shown in
Fig. 3.

Two-phase flow pattern observations from the present study are
presented in Fig. 4 in terms of mass flux and vapor quality and in
terms of superficial liquid velocity versus superficial vapor
velocity.

Except for G=500 kg m−2 s−1, it is clear that the higher the
mass flux, the earlier the transitions between the different flow
patterns. The mist flow was only observed for the lowest mass
flux at q�=28 kW m−2 for vapor qualities above 0.9.

The transition from intermittent �slug� flow to nonintermittent
�annular� flow has been seen to occur in two different ways:
through a slug-annular flow or through a churn flow. When the
liquid velocity is low and the flow laminar �e.g., for G
=100 kg m−2 s−1�, the surface tension force is able to maintain
the slugs in their shape while growing longer and eventually reach
another existing slug. Neighboring slugs will then coalesce into a
slug-annular flow, creating a thicker liquid ring at the merging
point. On the other hand, if the liquid velocity is high �e.g., for
G=500 kg m−2 s−1� turbulence and agitation of the gas-liquid in-
terface will result in a much more chaotic regime, termed as churn
flow. For G=500 kg m−2 s−1, the churn flow is the dominant flow
pattern for the range of experimental conditions.

For the intermediate mass fluxes of the investigation �G
=200–400 kg m−2 s−1� slug-annular flow and churn flow seem to
coexist for 0.1�xth�0.25. This can be explained by the fact that
given a fixed mass flux, a certain vapor quality will be reached at
different axial positions for different values of heat flux. It is well
known that since the density of the vapor is much smaller than
that of the liquid, the evaporation process provokes an accelera-
tion of the flow. Higher heat fluxes lead to higher evaporation
rates, which in turn, lead to higher velocity and turbulence of the
flow. In consequence, for high heat fluxes the transition from slug
to annular flow tends to be through churn flow, while for low

values of the heat flux the transition is by annular-slug flow, as
illustrated in Fig. 5.

It can also be seen from Fig. 5 that in the low to moderate heat
flux range �q�=5–15 kW m−2 for G=200 kg m−2 s−1� when the
heat flux is increased the boiling front shifts upstream �i.e., down-
wards� close to the inlet of the test section.

3.3 Effect of System Pressure and Inlet Subcooling
Degree. The effect of the saturation temperature on the flow pat-
terns is shown in Fig. 6 for tests at inlet saturation temperatures of
30°C and 35°C �corresponding to 7.70 bar and 8.87 bar satura-
tion pressure, respectively�. As seen in the figure, an increase in
the saturation temperature shifts all transition boundaries toward
higher vapor qualities. At higher pressure the density ratio �l /�g is
lower and in consequence, the bubbles become smaller and more
energy is needed for coalescence to occur.

Figure 7 shows the experimental transition boundaries for three
different inlet subcooling degrees, namely, 3°C, 5°C, and 8°C.
No significant difference in the position of the transition bound-
aries has been observed between inlet subcooling of 5°C and
8°C. However, for �Tsub,in=3°C the transition boundaries of iso-
lated bubbly to confined bubbly, confined bubbly to slug, and slug
to slug-annular or churn flow seem to move to higher values of
vapor quality. Subcooled boiling implies the existence of bubbles
at negative vapor quality. It is thus reasonable to believe that a
larger subcooling degree would shift the transition boundaries in
the early vapor quality region to lower values. The experimental
data, however, is not conclusive.

3.4 Comparison to Exiting Flow Pattern Maps. The present
flow pattern maps of Fig. 4 are here compared with the existing

Table 2 Axial location for flow pattern inspection

Pos. No. 1 2 3 4 5 6 7 8

z �mm� 13 42 72.5 103 132.5 162.5 192 215

Fig. 3 Flow patterns inside the heated tube
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models and experimental transition lines for vertical upward flow
in normal sized tubes and in microchannels.

As mentioned in Sec. 1, one of the earliest flow pattern maps
available for vertical flows is that of Hewitt and Roberts �4�. This
flow map was based on their observations on low pressure air-

water and high-pressure steam-water flow in vertical tubes with
diameters ranging from 10 mm to 30 mm. The axes represent the
superficial momentum fluxes of the liquid �lJl

2 and vapor phases
�gJg

2, respectively.
As shown in Fig. 8, this flow pattern map presents a very poor

agreement with the present experimental data both with respect to
the significant trends of the curves and their absolute locations.

Fig. 4 Flow pattern maps for R-134a: D=1.33 mm, Lhs
=235 mm, Tsat=30°C, and �Tsub,i=5°C

Fig. 5 Effect of heat flux on flow patterns of R-134a along
the heated length „G=200 kg m−2 s−1, Tsat=30°C, and �Tsub,i
=5°C…: SPh is the single-phase flow, IB is the isolated bubbly
flow, CB is the confined bubbly flow, S is the slug flow, CH is
the churn flow, S-A is the slug-annular flow, A is the annular
flow, M is the mist flow

Fig. 6 Effect of saturation temperature on transition bound-
aries „R-134a: D=1.33 mm, Lhs=235 mm, and �Tsub,i=5°C…

Fig. 7 Effect of inlet subcooling degree on transition bound-
aries „R-134a: D=1.33 mm, Lhs=235 mm, and Tsat=30°C…

Fig. 8 Comparison between the present flow pattern map „R-
134a: D=1.33 mm, Lhs=235 mm, Tsat=30°C, and �Tsub,i=5°C…

and the experimental transition lines of Hewitt and Roberts †4‡
for low pressure air-water and high-pressure steam-water flow
in vertical tubes of 10–30 mm diameter
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Figures 9 and 10 show the present flow pattern map compared
with predictions using the semi-analytical models for upward two-
phase flow in conventional size vertical tubes of Taitel et al. �6�
and Mishima and Ishii �7�, respectively. From the figures, neither
of them is able to predict any of the flow regime transitions. For
instance, the experimental transition boundary from churn to an-
nular is dependent on both vapor and liquid velocities while in the
model of Taitel et al. �6�, it is independent of the liquid velocity
and the churn zone predicted by the model of Mishima and Ishii
�7� shrinks to a very small area in the low liquid velocity range
while in the experiments it is a main flow pattern, specially at high
mass fluxes �i.e., liquid superficial velocities�.

Figure 11 shows a comparison between the present experimen-
tal data and the transition lines of Triplett et al. �21� obtained for
air-water in circular microchannel of 1.097 mm and 1.45 mm
internal diameter. As expected, although the trends of the transi-
tion lines are somewhat similar, the agreement is not satisfactory.
The thermophysical properties of R-134a differ significantly from
those of water, in particular, the surface tension of water is about
ten times that of R-134a �72.80 mN m−1 and 8.76 mN m−1, re-
spectively at 20°C�. Furthermore, the bubble formation of an air-
water mixture is not necessarily the same as that in a boiling
process.

On the other hand, in spite of being developed for a condensing
process, the agreement between the present data and the correla-

tion proposed by Garimella et al. �26� is surprisingly good �Fig.
12�. The predicted boundary line for intermittent and nonintermit-
tent flow transition overlaps precisely with the experimental tran-
sitions from slug-annular to annular and churn to annular flow. In
small diameters, where the Bond number �Bo� approaches unity,
surface tension forces grow to be dominant and the two-phase
characteristics of flow boiling and condensation processes become
similar.

Finally, the experimental data are presented in Figs. 13 and 14
against the transition lines of Chen et al. �28� for flow boiling of
R-134a in a vertical tube of 1.10 mm. Except for the fact that no
churn flow was identified for the lower mass fluxes in the present
observations, there is much resemblance between the two flow
maps; although the transitions from slug to churn and from churn
to annular seem to occur earlier in the present results. Chen et al.
�28� proposed the coordinate group of the Lockhard–Martinelli
parameter and the mass flux �Fig. 14� as the appropriate to deduce
a general correlation to predict the transition boundaries.

4 Conclusions
Two-phase flow patterns in convective boiling of refrigerant

R-134a through a vertical circular channel with internal diameter
of 1.33 mm have been investigated.

Fig. 9 Comparison between the present flow pattern map „R-
134a: D=1.33 mm, Lhs=235 mm, Tsat=30°C, and �Tsub,i=5°C…

and transition lines predicted with the model by Taitel et al. †6‡
evaluated at the experimental conditions

Fig. 10 Comparison between the present flow pattern map „R-
134a: D=1.33 mm, Lhs=235 mm, Tsat=30°C, and �Tsub,i=5°C…

and transition lines predicted with the model by Mishima and
Ishii †7‡ evaluated at the experimental conditions

Fig. 11 Comparison between the present flow pattern map „R-
134a: D=1.33 mm, Lhs=235 mm, Tsat=30°C, and �Tsub,i=5°C…

and the experimental transition lines of Triplett et al. †21‡ for
air-water flow in 1.097 mm and 1.45 mm tubes, respectively

Fig. 12 Comparison between the present flow pattern map „R-
134a: D=1.33 mm, Lhs=235 mm, Tsat=30°C, and �Tsub,i=5°C…

and the transition line predicted with the correlation by Ga-
rimella et al. †26‡ evaluated for D=1.33 mm
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A unique test section consisting of a quartz tube with a homo-
geneous ITO coating, allowing heating and simultaneous visual-
ization, has been used to visualize the flow in nonadiabatic con-
ditions. From flow boiling visualization seven distinct two-phase
flow patterns have been observed: isolated bubbly flow, confined
bubbly flow, slug flow, churn flow, slug-annular flow, annular
flow, and mist flow. Two-phase flow pattern observations are pre-
sented in the form of flow pattern maps. Annular-type flow pat-
terns are dominant for xth�0.2.

An increase in the saturation temperature shifts all transition
boundaries toward higher vapor qualities. No significant influence
of the inlet subcooling degree has been observed on the slug-
annular/churn to annular flow �intermittent to nonintermittent�
transition. However, larger inlet subcooling seems to move all
other transitions to earlier vapor qualities.

The experimental flow pattern maps are compared with models
developed for conventional sizes available in literature and a mi-
croscale map developed for air-water showing a large discrepancy.
On the other hand, the results are consistent with other studies
using refrigerants in minichannels.
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Nomenclature
A 	 heat transfer area �m2�

Cp 	 specific heat �J kg−1 K−1�
D 	 diameter �m�
G 	 mass flux �kg m−2 s−1�
I 	 current �A�

ilg 	 latent heat of vaporization �J kg−1�
Jl 	 superficial liquid velocity, G�1−x� /�l �m s−1�
Jg 	 superficial vapor velocity, Gx /�v �m s−1�
L 	 length �m�

ṁR-134a 	 mass flow of refrigerant �kg s−1�
P 	 pressure �Pa�

�P 	 pressure drop �Pa�
q� 	 heat flux �W m−2�
T 	 temperature �°C�

�Tsub 	 subcooling degree, Tsat-T �°C�
V 	 voltage �V�

xth 	 thermodynamic vapor quality
X 	 Lockhart–Martinelli parameter, ��Pls /�Pgs�1/2

z 	 axial position �m�

Subscripts
in 	 inlet
l 	 liquid

ls 	 based on the superficial liquid velocity
g 	 gas

gs 	 based on the superficial gas velocity
sat 	 saturation
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Gauges in Stagnation and Shear
Air Flow
Experiments were performed to characterize the performance of Schmidt–Boelter heat
flux gauges in stagnation and shear convective air flows. The gauges were of a standard
design (25.4 mm and 38 mm in diameter), using a copper heat sink with water cooling
channels around the active sensing element. A simple model of the gauges using an
internal thermal resistance between the sensor surface and the heat sink is used to
interpret the results. The model predicts a nonlinear dependence of the gauge sensitivity
as a function of the heat transfer coefficient. Experimental calibration systems were
developed to simultaneously measure the heat flux gauge response relative to a secondary
standard under the same flow and thermal conditions. The measured gauge sensitivities
in the stagnation flow matched the model, and were used to estimate the value of the
internal thermal resistance for each of the four gauges tested. For shear flow, the effect
of the varying gauge surface temperature on the boundary layer was included. The
results matched the model with a constant factor of 15–25% lower effective heat transfer
coefficient. When the gauge was water cooled, the effect of the internal thermal resistance
of the gauge was markedly different for the two flow conditions. In the stagnation flow,
the internal resistance further decreased the apparent gauge sensitivity. Conversely, in
shear flow, the resistance was effectively offset by the cooler heat sink of the gauge, and
the resulting sensitivities were nearly the same as, or larger than, for radiation.
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1 Introduction
As energy becomes increasingly costly, the importance of effi-

ciency in energy systems becomes more important. One tool for
analyzing and controlling energy intensive processes is the mea-
surement of heat flux. The use of heat flux gauges along with
temperature measurements gives a more complete understanding
of energy systems because of the additional information about
energy transfer and heat paths that are provided.

Although a number of heat flux gauges are commercially avail-
able, they are usually only calibrated in radiation. Consequently, if
they are used for convective heat flux measurements, there are
questions about their accuracy. Because the gauge can cause a
disruption of the thermal conditions at the surface where it is
mounted �1�, it is important to calibrate heat flux gauges in envi-
ronments close to their use. The present research investigates the
operation of heat flux gauges in convection, and the difference
between radiation and convection calibration. A unique convec-
tion calibration facility was developed to calibrate four Schmidt–
Boelter heat flux gauges, and compare the results with the usual
radiation calibrations. The implications for the measurement of
convective heat flux are discussed.

2 Heat Flux Measurement
Most methods for measuring heat flux are based on either the

application of a sensor onto a surface, or insertion through a hole
in the material to a position flush with the surface. Either method

can cause a physical and/or thermal disruption of the surface. The
measurement goal is to minimize these disruptions to measure the
actual heat flux at the surface. This requires an understanding and
analysis of the gauge system.

The present work considers an insert heat flux gauge, as shown
in Fig. 1. In general, three modes of energy transfer act on the
gauge. Assuming that the material is opaque, an energy balance at
the surface relates the different modes of heat transfer as

qcond = qconv + qrad �1�

Conduction through the gauge and the plate provides the pathway
for the energy transfer by convection and radiation at the surface.
The convection heat transfer can be expressed in terms of the
difference in temperature between the fluid and the surface of the
gauge as

qgconv
� = hg�T� − Tg� �2�

Because the gauge surface temperature may be different than the
plate temperature, the convection to the gauge may be different
than that to the plate as expressed by

qpconv
� = hp�T� − Tp� �3�

The difference in surface temperature may also affect the heat
transfer coefficient, as indicated by the different subscripts in Eqs.
�2� and �3�.

For radiation, if the radiator surrounds the gauge, and appears
black, the flux to the gauge is simply

qrad� = ���Tr
4 − Tg

4� �4�

where � is the gray body emissivity of the gauge, and the tem-
peratures are absolute. If the temperature of the radiator �Tr� is
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much higher than the temperature of the gauge �Tg�, the last term
in Eq. �4� is negligible.

3 General Thermal Model of the Heat Flux Gauge
As shown in Fig. 1, the heat flux gauge measures the net con-

vection and radiation at its surface. At steady state, the thermal
energy is necessarily transferred through the gauge to a heat sink,
which is usually the mounting plate or water cooling channels. An
overall thermal resistance R� from the surface of the gauge to the
heat sink can, therefore, be defined as

R� =
Tg − Ts

qg�
�5�

where Tg is the average surface temperature of the gauge, Ts rep-
resents the temperature of the heat sink, and qg� is the conduction
through the gauge. All of the thermal resistances between the
gauge surface and the heat sink are included, whether one-
dimensional or three-dimensional effects. Examples of the thermal
resistances are: solid material, contact resistances, air gaps, paint,
thermal paste, potting material, and glue layers.

At the surface of the gauge, the net convection and radiation
must equal the conduction through the gauge, as expressed by Eq.
�1�. For the combined convection and radiation heat transfer case,
the heat flux to the gauge is matched with the conduction ex-
pressed in Eq. �5�

qg� = hg�T� − Tg� + ���Tr
4 − Tg

4� =
�Tg − Ts�

R�
�6�

The corresponding heat flux to the plate is different because the
gauge temperature is generally different than the plate temperature

qp� = hp�T� − Tp� + ���Tr
4 − Tp

4� �7�
Because the plate is usually either directly cooled or is the heat
sink, there is assumed to be no conduction resistance between the
plate and the heat sink Tp=Ts.

In a purely convective environment with negligible radiation, as
used in this paper, the ratio of Eqs. �6� and �7� �with Tp=Ts�
reduces to

qg�

qp�
=

hg�T� − Tg�
hp�T� − Ts�

�8�

The gauge surface temperature Tg, which is generally unknown,
may be found using Eq. �6� without radiation as

Tg =
Ts/R� + T�hg

1/R� + hg
�9�

This appears as the center temperature of a resistance network, as
shown in Fig. 2. Using Fig. 2, the corresponding heat flux through
the gauge can be expressed in terms of the sink temperature, using

only the conduction resistance R� and the convection resistance
1 /hg as

qg� =
�T� − Ts�
1

hg
+ R�

�10�

Substitution of Eq. �10� into Eq. �8� gives, after simplification, the
desired ratio of heat fluxes

qg�

qp�
=

1

hp

hg
+ hpR�

�11�

The ratio of the heat flux to the gauge and to the plate is then only
a function of the two dimensionless parameters hp /hg and hpR�.
These relate flow parameters and gauge parameters to a system-
atic error in the resulting measurement. Kuo and Kulkarni �2�
used a similar model for the internal resistance of a Gardon gauge
without the hp /hg term.

4 Heat Flux Gauges
Two styles of heat flux gauges already available on the market

are the heat flux microsensor �HFM� and the Schmidt–Boelter
�SB�. The HFM is a thin-film thermopile, model 7E/L made by
Vatell Corp. �Christiansburg, VA�, which is less than 2 �m thick
�1�. It is deposited on a ceramic base of aluminum nitride �k
=175 W /m K�, which is press fit into a 6.3 mm diameter metal
housing. The use of high temperature thermocouple materials al-
low operating temperatures of over 800°C for short times, and
heat flux from 1 kW /m2, with no practical upper limit. Because
of the thin sensor design, the thermal response time is less than
10 �s so that the frequency response is well above 10 kHz �3�.
The high temperature and fast time response capabilities are use-
ful for aerodynamic applications, including combusting flows and
high speed events such as shock waves. Because of the very thin
design on a high conductivity base, it has a minimal thermal re-
sistance, which is assumed to be negligible. Consequently, the
HFM is used as the standard for the convection calibrations, and is
assumed to be at the same temperature and heat flux as the plate.
This was confirmed by direct thin-film temperature measurements
on the HFM surface and calibrations in conduction, convection,
and radiation �3,4�.

The Schmidt–Boelter gauge is the major emphasis of this work.
The active element of a Schmidt–Boelter gauge is a bare constan-
tan wire, usually about 0.05 mm in diameter, which is wrapped
around the thermal resistance layer, or wafer �1�. Consequently,
the sensor is sometimes called a “wire-wound” gauge. The wafer
is usually made of anodized aluminum with the geometry illus-
trated in Fig. 3. The wire/wafer assembly is electroplated with
copper on one side. After plating, the wafer with the wire is placed

Fig. 1 Heat flux sensor with the three modes of energy
transfer Fig. 2 Heat flux gauge resistance network for convection
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into the gauge body, which works as a heat sink for the sensor.
The entire wafer is then surrounded by a potting material to give
a smooth surface to the top of the gauge.

The basic heat flux sensing mechanism uses the temperature
gradient developed between the top and the bottom surface of the
wafer. The sensitivity is directly proportional to the number of
turns of constantan wire wound around the wafer, although the
output is less than that for an actual thermopile with separate
thermocouple wire and junctions �5�. The thermoelectric signal is
produced with what appears to be a constantan wire in electrical
series with a parallel combination of constantan and copper. Four
different Schmidt–Boelter gauges were examined, including two 1
in. �25 mm� in diameter and two 1.5 in. �38 mm� in diameter.
Although they appear to be large, most of each gauge consists of
a copper body that is used for water cooling. The actual sensor
that is mounted into the body is much smaller: 9.5 mm for the 1
in. gauge and 5.0 mm for the 1.5 in. gauge. They were manufac-
tured by Medtherm Corp. �Huntsville, AL� and supplied by Sandia
National Lab �Albuquerque, NM�.

5 Radiation Calibration
Heat flux gauges are almost always calibrated based on an in-

cident radiation source. The narrow-angle method focuses a beam
of radiation from a blackbody cavity onto the gauge surface,
which sits outside of the cavity. The insert method actually puts
the gauge into a graphite-tube cylindrical cavity. Murthy et al. �6�
described these two radiation calibration methods as used at the
National Institute of Standards and Technology �NIST�. For the
in-cavity calibrations, an optical pyrometer is used to measure the
center partition temperature of the graphite tube, and control the
power supply to maintain the cavity temperature at the set point.
The NIST narrow-angle method uses an electrical substitution ra-
diometer �ESR� as the standard. The heat flux gauge to be cali-
brated and the transfer standard radiometer are alternately substi-
tuted at the same position to receive equal radiant heat flux from
the blackbody cavity. The heat flux gauge manufacturers use
variations of these methods to calibrate the gauges that are used
commercially. They usually provide calibrations, based on the in-
cident radiation, but may also include the effect of the gauge
absorptivity �assumed equal to the emmisivity� for an absorbed
sensitivity

Sabs =
Sinc

�
=

Eg

qg�
�12�

where Eg is the voltage output of the gauge, and qg� is the net heat
flux through the gauge. The absorbed sensitivity includes any
combination of convection and radiation, and will be used
throughout this paper. Because the manufacturers of the HFM and
Schmidt–Boelter gauges use different calibration methods, the ra-

diation calibration of the HFM was adjusted to about 10% to
match that of the Schmidt–Boelter gauges. This provides internal
consistency to the heat flux measurements in our facility.

The cavity temperatures for radiation calibration usually range
from 1100°C to 2500°C �6�. This corresponds to radiation heat
fluxes up to 3300 kW /m2. Because the gauge is maintained at
close to room temperature �300 K� during calibration, the contri-
bution of the Tg

4 term in Eq. �4� is negligible ��0.2%�. In addition,
convection effects are designed to be negligible. Consequently,
during radiation calibration, there is no effect of the gauge tem-
perature on the heat flux, and the gauge heat flux is the same as
the plate heat flux qg�=qp�. The sensitivity corresponding to the
plate heat flux is the same

Sabs,p =
Eg

qp�
�13�

6 Convection Calibration
Because the internal conduction pathway for measuring heat

flux within most heat flux gauges is the same for convection or
radiation, the convection sensitivity for the heat flux that passes
through the gauge is the same as that for the absorbed radiation
Sabs. Unlike for the radiation calibration, however, the convection
heat transfer to the gauge surface is dependent on the surface
temperature of the gauge. Consequently, any temperature differ-
ence relative to the plate will cause a difference in the measured
heat transfer, and the influence of Eq. �11� must be considered
when interpreting convection results. It is desired to have a con-
vection sensitivity Sconv, defined in the same form as Eq. �13� in
terms of the plate heat transfer

Sconv �
Eg

qp�
=

Sabs

hp

hg
+ hpR�

�14�

where Sabs is the calibrated gauge sensitivity from Eq. �12�. This
equation represents the two major effects on the apparent sensi-
tivity of heat flux gauges in convection: changes in the heat trans-
fer coefficient and internal thermal resistance. It is the major the-
oretical assumption of this research, and will be used to help
interpret the experimental results.

7 Convection Calibration Facility
A convection calibration facility has been developed to cali-

brate heat flux gauges for heat transfer in both shear and stagna-
tion flow. In shear flow, there is an upstream thermal boundary
layer influence on the heat transfer coefficient at the gauge, which
means that hg�hp. Conversely, for stagnation flow, there is no
upstream boundary layer, so that hg=hp.

The basic apparatus is the same for both shear and stagnation
flow, as illustrated in Fig. 4. A compressed air supply with a
maximum pressure of about 400 kPa is connected to the facility
with a pressure gauge �PG� to set the supply pressure. The air
flows directly into an air heater, consisting of a copper tube with a
high temperature heater tape wrapped around the tube, and a
power controller to adjust the exit air temperature. A series of
valves �V1–V4� directs the air flow to the stagnation stand or
through the nozzles �N1 and N2� of the shear stand. The electrical
power of about 2 kW is sufficient to heat the air to over 150°C.
An aluminum box was constructed around the copper tubing, and
packed with glass-fiber insulation. One data acquisition unit
�DAQ2� was used to record the heater temperature and pressure.
A second 24-bit DAQ �DAQ1� was an NI TBX-68T, used to mea-
sure the two heat fluxes and temperatures. Data sampling was
carried out with LABVIEW

®.

7.1 Stagnation Stand. The stagnation stand was designed to
provide the same convective heat flux to the reference standard
and to the test gauge. This was realized by simply putting a tee

Fig. 3 Schematic diagram of the Schmidt–Boelter gauge
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junction in the air supply line with a 6.3 mm orifice at each end,
creating equal impinging jets on each surface. Figure 5 shows the
basic design of the stagnation stand. The gauges were mounted in
vertically aligned 10 cm by 12 cm plates, which were connected
to the main support plate, forming a U-shape, and holding the tee
nozzle in position. The distance between orifices and plates was
set at 50 mm, to provide maximum and consistent convection heat
flux. The inlet heated air from the air heater was directed into the
tee nozzle from the bottom side of the stand.

A type K thermocouple was mounted in the air supply of the
nozzles, immediately before the tee junction, to measure the in-
coming air temperature. Thermocouples were also press fit into
the aluminum plates flush with the surface. They were located
right next to the heat flux gauges to measure the plate temperature
at the gauge location. The gauges were mounted into the plate,
and aligned with the centerline of the nozzle. The 25-mm diameter
Schmidt–Boelter gauges have a large flange that was connected to

the back of the 19-mm thick plate with three screws. A washer
between the flange and the plate aligns the gauge surface flush
with the plate surface. The 38-mm diameter Schmidt–Boelter
gauges did not have a flange, and were held into the plate by using
one plastic set screw. To close the air gaps between gauges and the
plate, and to better align the gauge and plate surface, a high ther-
mal conductivity paste was used �“Omega Therm 201”�. The
HFM was mounted into the 19-mm thick plate with a special
screw assembly to provide good thermal contact with the plate, as
illustrated in Fig. 6.

The calibration test started with the sensors blocked by a cover
to divert the air jets until a steady-state condition was reached
�constant air temperature through the tee nozzle�. At this point, the
data acquisition was started, and a few seconds of data was taken
to establish the reference zero for each gauge in each test run
before the cover was removed, allowing the jets to impinge on the
sensors. The measurements with flow were taken for 20 s. After
the test was done, the stand was allowed to cool down to room
temperature again, which took approximately 20 min.

Several tests were performed to confirm that the heat flux from
each of the impinging jets was the same. These consisted of a
series of measurements that switched the sensors from one side to
the other. The results showed no difference due to the location on
the calibration values of the gauges within the three percent un-
certainty of the measurements. The ratio of the sensor size to the
jet diameter could also affect the relative heat flux experienced by

Fig. 4 Schematic of the convection calibration facility

Fig. 5 Stagnation calibration stand Fig. 6 HFM mounting in a plate
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the two gauges. As described earlier, however, the sizes of the
sensing elements of the three different gauge styles were nearly
the same.

7.2 Shear Stand. The shear stand provided turbulent convec-
tive air flow parallel to a plate surface. Heated air was directed to
a plenum, and then through two identical flat nozzles over the
plate. The exit dimensions of the nozzles were 12 cm by 2.4 cm,
as illustrated in Fig. 7.

The plenum and nozzles were mounted to the 17 cm by 19 cm
plate, as pictured in Fig. 8, creating a wall jet along the plate. The
heat flux gauges were mounted in the 19-mm thick plate by the
same procedure as for the stagnation stand. They were placed
about 20 mm from the exit of the nozzle, side-by-side. In Fig. 8,
the nozzles are labeled “N1” and “N2,” with the HFM mounted

with nozzle N2, and a 38-mm diameter Schmidt–Boelter gauge
mounted with nozzle N1. The flow characteristics from the
nozzles were measured with particle-image velocimetry �PIV�,
and were shown to be typical of a well developed wall jet at the
gauge locations �7�.

The plenum assembly was designed to provide the same air
flow through both nozzles. To improve uniformity, a flow resis-
tance made of copper foam was mounted inside of the plenum,
and attached to the nozzle inlets. Total pressure measurements
were made to quantify the uniformity of flow from the nozzles.
Small tubes were aligned with the flow, and connected to MKS
�Andover, MA� model 223BD differential pressure transducers.
The results are shown in Fig. 9 in terms of the corresponding
velocities at few positions across the nozzles at the gauge loca-
tions. Notice that near the centerline of the nozzles, the velocity is
identical to about 4%. The effect on the heat flux measurements is
discussed later.

All of the thermocouples used were type K. There were two
thermocouples placed inside of the box to measure the air tem-
perature in the middle of each nozzle entrance. There were two
thermocouples press fit into the plate. They were located near the
corresponding heat flux gauge, at identical distances from the
nozzle along the nozzle centerlines. If water cooling was used,
there was also a thermocouple for measuring the water
temperature.

The sampling frequency for all of the temperatures and heat
fluxes was set to 1 Hz. Data sampling that began 10 s before the
flow was initiated to establish the reference zero values for the
heat flux gauges. Data were taken until the air temperature in the
plenum reached steady-state conditions. This took approximately
10 min �for lower pressures� to 7 min �for higher pressures�. Once
the steady-state temperature was achieved, data were taken for
another 30 s. After a test was completed, the entire assembly was
cooled down to room temperature in order to start from the same
initial conditions.

8 Data Analysis
The heat transfer coefficient was determined from the HFM

standard measurements of heat flux and temperature, which were
assumed to match those of the plate, as previously discussed

hp = � qp�

�T� − Tp��HFM

�15�

Radiation effects were neglected because the plate and gauges
were near room temperature, and the same small effect acts on
both gauges. The corresponding heat flux that should be measured
at the position of the Schmidt–Boelter gauge is

Fig. 7 Shear stand nozzles

Fig. 8 Picture of the assembled shear stand

Fig. 9 Exit nozzle velocities from total pressure measurements
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qSB� = hp�T� − Ts�SB �16�

with the value of the sink temperature Ts representing the mount-
ing plate temperature or the cooling water temperature. This is the
heat flux for an ideal gauge with R�=0 and Tg=Ts. The resulting
convection sensitivity

Sconv =
Eg

qSB�
=

Eg

hp�T� − Ts�SB
�17�

gives the gauge output, relative to the supplied heat flux.
A typical set of test data for the shear stand is shown in Fig. 10.

The air temperatures are shown at each side of the plenum box,
before the air enters the nozzles. The values on each side are
nearly identical over the entire length of the test. The plate tem-
peratures start from about 28°C room temperature, and rise until
they reach 70°C at the end of the test on both sides with negli-
gible differences. The heat flux signal shows a maximum at
around 100 s, and then decreases as the air to plate temperature
difference decreases over the duration of the test of about 730 s.
The sensitivity was averaged in the range of 500–600 s for the
shear stand. Figure 11 shows the resulting heat transfer coeffi-
cient, which remains essentially constant over this time span, as

expected. The stagnation tests are similar, except that the tempera-
ture changes are smaller because of the shorter run time �about
30 s� of these tests.

To minimize a nozzle-to-nozzle bias error of up to 20% on the
shear stand, the Schmidt–Boelter gauge and HFM were switched
and tested under both nozzles. The resulting sensitivity was aver-
aged between the tests on both sides of the shear stand. This was
not necessary for the stagnation tests because the heat flux
matched within experimental uncertainty from side-to-side.

9 Calibration Results
The measured sensitivities were plotted for each gauge over a

range of air pressures, giving different heat transfer coefficients.
An example of the results is shown in Fig. 12 for one of the four
Schmidt–Boelter gauges in the stagnation flow calibration stand.
The average experimental uncertainty was estimated to be 6.6%
for the measured sensitivities. This was obtained from the com-
bined standard error of all of the associated bias and precision
uncertainties �8�. The largest contribution was the radiation cali-
bration uncertainty between the two gauges, which was estimated
to be 5%.

Fig. 10 Typical heat flux and temperature data for the shear stand

Fig. 11 Typical progression of the heat transfer coefficient for the shear
stand
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The assumption for the stagnation flow is that the heat transfer
coefficient is the same for the two gauges and the plate hg=hp
because there is no boundary layer development along the plate
leading to the gauge. Equation �14� then reduces to

Sconv =
Sabs

1 + hpR�
�18�

The red line in Fig. 12 represents the least-squares curve fit of this
equation for R� while forcing the curve through the radiation cali-
bration point at hp=0. The corresponding values of R� for all of
the gauges are listed in Table 1, along with the associated uncer-
tainties. The uncertainty values are rather large because R� is ob-
tained from a curve fit of the sensitivity data, which amplifies the

individual uncertainties. As expected, the gauge with the lowest
radiation sensitivity has the smallest internal resistance R�. In ad-
dition, the physically larger gauges have higher internal resis-
tance. The values reported are consistent with the expected ther-
mal resistances of the aluminum wafer and potting material in the
Schmidt–Boelter gauges �5�. They are of the same form, but gen-
erally lower than the values for comparable Gardon gauges �9�.

The results for shear flow were done to observe the effects of
the gauge temperature distribution on the heat transfer coefficient.
As discussed in the introduction, this is an important effect in
boundary layer flows. It is anticipated that the effective heat trans-
fer coefficient over the gauge will be decreased by the smaller
difference in the gauge temperature, relative to that of the sur-
rounding plate. To observe this effect, the theoretical curve in Eq.
�14� was used to fit the data, assuming that the value of R� re-
mained the same as for the stagnation tests. The equation was then
fit to the data using hp /hg as the variable parameter. Figure 13
shows an example of the results for the same gauge, as shown in
the stagnation flow in Fig. 12. The average experimental uncer-
tainty of the measured sensitivity values was estimated to be
11.6%. The largest contribution to the uncertainty was an esti-
mated 10% uncertainty in the heat transfer coefficient between the
two nozzles.

Fig. 12 Stagnation calibration sensitivities for SB 137861 in stagnation
flow

Table 1 Summary of stagnation calibration results

Sensor
Sabs

�mV /W /cm2�
R�

�cm2K /W�
R� uncertainty

�%�

1.0 in. SB 137861 0.648 3.22 56
1.0 in. SB 137864 0.428 2.65 66

1.5 in. SB 142781-T 0.681 5.78 34
1.5 in. SB 142782-T 0.782 5.42 36

Fig. 13 Calibration sensitivities for SB 137861 in shear flow
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The values of hp /hg obtained for all four gauges are listed in
Table 2, with the corresponding values of estimated uncertainty.
The largest contribution to the uncertainty is from the measured
gauge sensitivity. As expected, the lowest value �smallest tem-
perature effect� is for the gauge with the lowest sensitivity. All of
the values are not far from 1, which is typical of turbulent bound-
ary layers over the relatively small dimensions of the heat flux
gauges �10�.

The ratio hp /hg was assumed constant for each gauge, even
though a wide range of hp values was used. Because the value of
this ratio is probably a combination of gauge geometry and flow
effects, there may be a second-order effect of hp on hp /hg. The
constant value assumption, however, is validated by the good fit
of the curve with the data, certainly within experimental uncer-
tainty.

10 Effects of Water Cooling
Schmidt–Boelter heat flux gauges are often operated with water

cooling when used in hot environments. This alters the internal
heat transfer pathways, and could affect the apparent thermal re-
sistances and heat flux measured by the gauge. Therefore, the
calibration tests were repeated with water cooling to further char-
acterize the gauge response.

Figure 14 shows the sensitivities for the stagnation flow, both
with and without water cooling for comparison. Moreover, when
water cooling is introduced, the water temperature is another pos-
sible sink temperature for reducing the data, in addition to the
plate temperature. Therefore, the data are shown in Fig. 14 for
both possible heat sink temperatures. Because the water tempera-
ture was constant at room temperature �30°C�, the results gener-
ally straddle the uncooled case. The actual sensor temperature is
now lower than the plate temperature because of the lower tem-
perature water cooling, but always higher than the water tempera-

ture itself. Consequently, because of the larger actual temperature
difference, the heat flux and corresponding sensitivity will be
higher than the uncooled case when using the plate temperature.
The opposite is true when using the water temperature as the heat
sink. The gauge temperature difference T�−Tg is then smaller
than T�−Ts, giving a smaller gauge heat flux and lower apparent
gauge sensitivity.

The corresponding results for shear flow are shown in Fig. 15.
The trends are quite different. When using the water temperature
to define the heat flux, the sensitivity is close to the uncooled case.
The sensitivities when using the plate temperature, however, are
much higher. In fact, the results for water cooling using the plate
temperature actually appear to match the radiation sensitivity! The
water-cooled copper casing around the blackened sensor can be
seen in Fig. 8. As the heated flow first goes over the aluminum
plate, then the water-cooled copper gauge, the temperature differ-
ence is increasing, which increases the heat flux and apparent
sensitivity. This is somewhat balanced by the effect on the bound-
ary layer of the varying temperatures. The result is a sensitivity
using the plate temperature that is higher than the uncooled case,
and nearly that of the radiation calibration. For the case of the
38-mm diameter gauges, the water cooling is higher than the ra-
diation line by up to 10%. It is important to note that the sensi-
tivity for water cooling is dependent on the temperature of the
cooling water among other variables, and would not be the same
for other conditions. In summary, it appears that the matched sen-
sitivities with the radiation calibration are more by chance of the
test conditions than a characteristic of the gauge.

11 Conclusions and Recommendations
A convective heat flux calibration system that provides mea-

surements in both stagnation and shear flows was developed and
tested. This was used to show that Schmidt–Boelter heat flux
gauge sensitivities obtained in convection are different from those
obtained by the standard radiation calibration. A model equation,
based on internal and external thermal resistances, provides a
good explanation for the dependence of the apparent gauge sensi-
tivity on the heat transfer coefficient. The internal resistance R� in
this model is based on the material properties of the gauge, as
measured in the stagnation flow. Additional thermal effects of the
gauge on the boundary layer were measured in shear flow, and
characterized by the ratio hp /hg. The experimental results matched

Table 2 Ratio of heat transfer coefficient for shear flow

Sensor
Sabs

�mV /W /cm2� hp /hg

hp /hg uncertainty
�%�

1.0 in. SB 137861 0.648 1.24 17
1.0 in. SB 137864 0.428 1.14 16

1.5 in. SB 142781-T 0.681 1.20 18
1.5 in. SB 142782-T 0.782 1.16 17

Fig. 14 Stagnation calibration sensitivities for SB 137861 in stagnation
flow with water cooling
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the model, and were used to estimate values of these two param-
eters for the four Schmidt–Boelter gauges tested, although the
uncertainties were high for R�.

Differences between the calibrations with stagnation and shear
flow were further amplified when water cooling of the gauge was
introduced. This factor complicates the interpretation of the results
for convective flows. A detailed understanding of the temperature
distribution around the gauge would be helpful to obtain an un-
derstanding of the gauge operation. For example, this could be
achieved with 3-D computational modeling and an experimental
surface temperature mapping system.
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Nomenclature
Eg � gauge voltage output �mV�
h � heat transfer coefficient �W /m2 K�
L � nozzle width �mm�
q � heat transfer �W�

q� � heat flux �W /m2�
R� � thermal resistance �m2 K /W�
S � gauge sensitivity �mV / �W /m2��
T � temperature �K�
� � surface emissivity
� � Stefan–Boltzmann constant

�5.67�10−8 W /m2 K4�

Subscripts
abs � absorbed

cond � conduction
conv � convection

g � gauge
inc � incident

p � plate
r � radiation source

rad � radiation
s � sink

w � water
� � air
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A Hybrid Method for Measuring
Heat Flux
The development and evaluation of a novel hybrid method for obtaining heat flux mea-
surements is presented. By combining the spatial and temporal temperature measure-
ments of a heat flux sensor, the time response, accuracy, and versatility of the sensor is
improved. Sensors utilizing the hybrid method are able to make heat flux measurements
on both high and low conductivity materials. It is shown that changing the thermal
conductivity of the backing material four orders of magnitude causes only an 11% change
in sensor response. The hybrid method also increases the time response of heat flux
sensors. The temporal response is shown to increase by up to a factor of 28 compared
with a standard spatial sensor. The hybrid method is tested both numerically and experi-
mentally on both high and low conductivity materials and demonstrates significant im-
provement compared with operating the sensor as a spatial or temporal sensor alone.
�DOI: 10.1115/1.4000051�

Keywords: heat flux gauge, thermal time response, slug calorimeter

1 Introduction
Modeling of thermal systems requires a combination of tem-

peratures and energy fluxes for prediction of their performance.
Temperatures are commonly measured by a variety of standard
methods, but the measurement of heat flux is a particular chal-
lenge because it is an energy flux normal to a plane of material
rather than a property of a material. Therefore, sensors that mea-
sure the heat flux must be usually mounted onto a material that
provides a good heat sink so that the energy flow is not impeded.
This makes it very difficult to use heat flux gauges to measure the
heat flux on materials that are not good thermal conductors. The
purpose of this paper is to present a new method, which allows
heat flux gauges to make accurate measurements on any type of
backing material. Applications include furnaces to thermal protec-
tion systems for spacecraft.

2 Background
Two of the most common modes of heat flux measurement are

that of a differential heat flux sensor and that of a slug calorimeter
�1�. A differential heat flux sensor measures the temperature dif-
ference over a spatial distance with a known thermal resistance, as
illustrated in Fig. 1. The temperature difference is used to calcu-
late the heat flux through the sensor from the steady-state version
of Fourier’s law, wherein T1 is the temperature of the exposed
face while T2 is the temperature at the back of the sensor.

q�differential = k
T1 − T2

�
�1�

Under steady-state conditions the heat flux entering the sensor q1�,
as shown in Fig. 1, is equal to that leaving q2�. Hager �2� calcu-
lated the 98% response time to a step change in the heat flux at the
surface in terms of the sensor’s thickness and thermal diffusivity.
This is often considered as steady-state.

tss = 1.5
�2

�
�2�

The analysis of Hager �2� was performed on the ideal case of a
sensor mounted on a perfect heat sink, where the backside tem-
perature T2 remains constant.

In a slug calorimeter the amount of thermal energy absorbed by
the sensor is measured as a function of time. The rate of change in
the sensor’s temperature is measured and its thermal capacitance
is known. As illustrated in Fig. 1, conservation of energy for a
control volume surrounding the sensor “slug” yields

q�slug = �C�
dTave

dt
= q1� − q2� �3�

where �C� is the thermal mass of the slug per sensor area. The
heat loss �q2�� is minimized by insulating all sensor surfaces ex-
cept for the sensor face. If the average temperature within the slug
were known, Eq. �3� would perfectly measure the net heat flux
into the slug. However, since it is not possible to measure the
average temperature, the slug is typically made from a high con-
ductivity material and the temperature at the back surface is used
to approximate the slug’s average temperature. Therefore, for a
short time after the heat flux is applied to the slug, thermal energy
is absorbed by the slug �the slug’s average temperature increases�
before any heat reaches the back surface. This causes a delay
before the slug accurately measures the actual net heat flux. The
99% response time to a step change in the heat flux at the surface
is given as

tss = 0.54
�2

�
�4�

by Hightower et al. �3�. This analysis was performed assuming a
perfectly insulated backside surface �q2�=0�.

While these two modes of operation can be used for specific
measurement applications, they both have serious limitations. For
example, for a differential gauge to have a fast time response, it
must be very thin. This is difficult to achieve in harsh environ-
ments, where sensors must be typically made with a substantial
thickness to survive. Also, since a differential sensor only mea-
sures heat flowing through it, it must be provided with a good heat
sink. This necessitates its mounting on or in a high conductivity
material, not an insulator. The main problems encountered when
using a slug calorimeter include adequately insulating the slug to
minimize losses as well as noise amplification due to the differ-
ential operation. Also, since the output of a slug is proportional to
the rate at which its temperature is changing, it is unable to mea-
sure the heat flux at steady-state. It is worth noting that the design
criteria for these two types of sensors are opposite. A differential
gauge more accurately measures q1� when q2� is maximized with
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minimal heat storage in the gage. Conversely, a slug calorimeter
needs to minimize q2� and maximize the stored thermal energy.

A number of papers have reported using a combination of the
spatial and temporal changes in temperature to infer or improve
heat flux measurements. Kidd and Adams �4� used finite element
analysis to determine the response function for their Schmidt–
Boelter heat flux gauges. This was used to compensate for the
energy deficit caused by the thermal capacitance of this differen-
tial style gauge. They were able to substantially increase the time
response of the heat flux measurements for their transient tests in
high-speed wind tunnels. A complete analysis of a simpler thin
polyimide differential gauge mounted on a metal heat sink was
performed by Epstein et al. �5�. This enabled measurements from
steady-state to 100 kHz on metal turbine blades, but required so-
lution of the equations for one-dimensional transient conduction
for a particular mounting material. A “plug-type” heat flux gauge
was developed by Liebert �6� to account for the combination of
conduction and storage in the post normal to the surface. Four
temperatures were measured along the post as a function of time
and compared with transient temperature solutions to determine
the surface heat flux. Experimental results were obtained for metal
turbine blade models. Unfortunately, the method did not work
well when the sensor was mounted in a low thermal conductivity
material �7�.

A popular variation in the slug calorimeter uses a single tem-
perature measurement at the surface of the material and a semi-
infinite solution to the transient thermal field. The results can be
used only over a short time span before the thermal front reaches
the backside of the material, which corresponds to the time before
results from a slug calorimeter can be used. The data reduction
procedure involves inverse solution methods because the mea-
sured surface temperature is the known boundary condition that is
used to solve for the corresponding heat flux. Several digital and
analog processing methods have been developed in efforts to
minimize the effect of noise in the resulting heat flux signal
�8–10�. There are a number of methods available for measuring
the transient surface temperature. Point measurements can be
made with resistance temperature sensors �RTDs� �11� or coaxial
thermocouples �12�. Optical methods include liquid crystals �13�,
infrared thermography �14�, and thermographic phosphors �15�
that can be used with high-speed imaging cameras to scan over an
entire surface. The biggest limitations are as follows: �1� the initial
temperature distribution throughout the material must be known,
�2� there are no steady-state results, and �3� the test time is lim-
ited.

Clearly, there are advantages to including both the differential
and transient slug type responses in measuring the heat flux. It
would be beneficial to design a simple sensor and analysis
scheme, which could utilize the advantages of these two sensor
types together while minimizing their negative characteristics. It

is with this goal in mind that the following analysis was per-
formed on a simple one-dimensional sensor for such a hybrid heat
flux �HHF� method.

3 HHF Methodology

3.1 Differential Term. Figure 1 shows the schematic of a
one-dimensional heat flux sensor. The majority of differential heat
flux sensors is designed to minimize the 2D effects and can there-
fore be treated as one-dimensional. The quantity q1� represents the
heat flux into the sensor face, which is the desired measurement.
Figure 2 depicts a typical temperature profile resulting from the
heat flux applied at the sensor face, which diffuses through the
sensor and into the backing material. These profiles will be non-
linear until the entire system reaches steady-state, at which point
both curves will become linear. Using Fourier’s law

q� = − k
dT

dx
�5�

the heat flux at any point can be calculated from the gradient of
the temperature profile if the thermal conductivity is known.

A differential heat flux sensor measures the temperature at the
front and back surfaces of the sensor and indicates the heat flux
based on the thickness and thermal conductivity. Figure 2 shows,
however, that when the sensor is not at steady-state, the gradient
�and therefore the heat flux� that the differential sensor is measur-
ing �Eq. �1�� is different from the gradient at the sensor face.
However, once the temperature profile within the sensor is suffi-
ciently developed, the gradient determined by the differential sen-
sor equals the average of the gradients at the two surfaces. For
example, it can be shown that this is true for any quadratic tem-
perature profile �T�x�=ax2+bx+c�, that is

�6�

Once the gradient measured by the differential sensor equals the
average of the gradients at the two surfaces to within 2%, the
temperature profile is considered fully developed. The time re-
quired for the temperature profile to develop can be calculated in
a variety of ways. For example, Eq. �7� utilizes the exact analyti-
cal solution for the case of a sensor mounted on a perfect heat
sink, subjected to a step change in surface temperature to calculate
the gradients.

Fig. 1 Sensor-backing system
Fig. 2 Temperature profile with sensor-backing system

031602-2 / Vol. 132, MARCH 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�� �T

�x
�

x=x1

+ � �T

�x
�

x=x1+�
�

=
− 2�T1 − T2�

�
+ �

n=1

�
− 2�T1 − T2�

�
exp�− n2�2

�2 �t��1 + �− 1�n�

�7�
The gradients at the two sensor surfaces are then compared with
the gradient determined from the two surface temperatures �T2
−T1� /� to see when they agree to within 2%. For the analytical
case described by Eq. �7�, a time corresponding to a Fourier num-
ber �nondimensional time Fo= t ·� /�2� of 0.12 is required. The
Fourier number required for the temperature profile to become
fully developed was also calculated analytically for a step change
in the heat flux on a perfect heat sink and was found to be 0.91.
Numerical simulations of cases other than a perfect heat sink
show that a step change in the heat flux on a perfect heat sink
requires the longest time to become fully developed. For a typical
ceramic gauge �16� with a thickness of 500 �m and thermal dif-
fusivity of 1.0�10−5 m2 /s, a Fo of 0.91 corresponds to a time of
22.8 ms. For a metallic sensor such as the high temperature heat
flux sensor �HTHFS� �17� with a thickness of 3.2 mm and thermal
diffusivity of 5.5�10−6 m2 /s, a Fo of 0.91 corresponds to a time
of 1.69 s.

Once the temperature profile is fully developed, Eq. �6� can be
used to relate the heat fluxes q1� and q2�. The temperature gradi-
ents at the sensor face and back surfaces represent the heat flux in
and out of the sensor, respectively, and the differential sensor heat
flux is proportional to the total temperature difference T1−T2.
Substituting the corresponding heat fluxes into Eq. �6� gives

q1� + q2�

2
= q�differential = k

T1 − T2

�
�8�

3.2 Slug Term. A slug calorimeter measures heat flux by
measuring the rate at which heat is absorbed by the slug. The
absorbed flux represents the net heat flux in the control volume
q1�−q2�, as shown in Fig. 2. Equation �3� states that this net heat
flux can be measured using a slug calorimeter, which measures the
time rate of change of the slug’s average temperature. As men-
tioned, the standard method for measuring this average tempera-
ture is to measure the temperature at the back of the sensor and
assume that this approximates the actual average temperature.
This is a valid assumption once enough time has passed for the
heat that enters the sensor face to reach the sensor back. However,
for the sensor shown in Fig. 1, both surface temperatures are
known. By utilizing the temperature measurement at the sensor
face, a more accurate measure of the absorbed heat flux can be
made. Subsequently, the sensor can be operated as a slug calorim-
eter in three different modes; the sensor’s average temperature can
be approximated by the face temperature, the back temperature, or
an average of the two. The response of a slug calorimeter to a step
change in the heat flux while mounted on a perfect insulator using
these three methods is shown in Fig. 3. The sensor properties and
the numerical method are discussed in Sec. 4.

Figure 3 shows that utilizing only the surface temperature offers
no advantages compared with only using the back temperature, as
it takes just as long for an accurate measurement to be made. On
the other hand, utilizing the average of the two surface tempera-
tures has advantages and drawbacks. By utilizing both the sensor
face and back temperatures, the time response is more than a
factor of three faster compared with using only T2 but this tem-
poral increase is accompanied by a large overshoot. The overshoot
associated with using T1 in the slug measurement is a result of the
	t dependence of the surface temperature since the sensor acts as
a semi-infinite solid before heat has had a chance to reach its back
surface. Since the surface temperature history is a function of 	t,
it has an infinite temporal derivative at t=0. While the overshoot

associated with using the average of the two surface temperatures
is initially large, it measures the applied heat flux more accurately
than the standard method �curve is closer to one� for all Fourier
numbers greater than 0.02. Therefore, in many situations, it is
advantageous to utilize the average of the two surface tempera-
tures in order to increase the temporal response of the sensor.
From this point on, q�slug will denote a slug calorimeter that uti-
lizes the average of T1 and T2 unless specified otherwise.

q�slug = �C�
d

dt
�T1 + T2

2
� = q1� − q2� �9�

3.3 Hybrid Heat Flux. To combine the spatial and temporal
responses of a heat flux sensor, only Eqs. �8� and �9� are needed,
as repeated here.

q1� + q2� = 2q�differential �10�

q1� − q2� = q�slug �11�

Combining Eqs. �10� and �11�, and solving for the desired q1�
yields the HHF method.

q1� = q�differential +
1

2
q�slug �12�

Equation �12� shows how the differential and slug calorimeter
outputs of a sensor can be combined. While this represents a
simple model, it was derived from basic thermal energy
conservation.

The validity of Eq. �12� can be supported by examining two
limiting cases. First, consider the limit of a perfectly insulating
backing material. For this case, the one-dimensional heat equation
within the sensor simplifies to

d2T

dx2 = Const. �13�

once the temperature profile is fully developed. The solution to
this equation yields a temperature profile within the sensor that is
quadratic with a gradient of zero at x=� since q2�=0 . Using Eq.
�6�, this means that the differential sensor will measure exactly
half the heat flux entering the sensor. Also, since q2� is zero for
this case, the slug calorimeter will measure the heat flux perfectly,
i.e., q�slug=q1� . Therefore, the hybrid method described in Eq.
�12� will measure the correct heat flux for this case.

Another limiting case occurs when the entire system is at
steady-state on a perfect heat sink �d2T /dx2=0�. For this case, the
temperature profile within the sensor is linear. Consequently, the

Fig. 3 Comparison of slug calorimeter response using differ-
ent temperature measurements
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differential sensor will measure the exact heat flux q�differential
=q1�. Also, since the system is at steady-state, the time derivative
of the temperature everywhere in the sensor is zero and the slug
calorimeter will measure zero heat flux. Once again, the HHF
method �Eq. �12�� handles this limiting case.

The HHF method requires that a sensor be designed such that
T1, T2, and �T are measured. However, accurately measuring any
two of these allows the third to be calculated since �T=T1−T2.
For the two sensors already mentioned �16,17� the hybrid method
can be used without any change in the design since these two
sensors already measured the required temperatures.

4 HHF Numerical Validation
In order to validate the HHF method, 1D transient conduction

through the sensor-backing system �Fig. 1� was modeled using
finite difference computations. This was accomplished using an
in-house developed code, which utilizes an implicit discretization
of the 1D heat equation in MATLAB. The derivation of this discreti-
zation can be found in Ref. �18�. Table 1 summarizes the param-
eters used in the numerical simulations. The boundary conditions
at the sensor face allowed any thermal condition to be applied
including time varying fluxes and convective or radiative condi-
tions. Temporal and spatial steps were kept sufficiently small to
eliminate any grid and time step dependence. This was verified for
the parameters shown in Table 1 by increasing both the temporal
and spatial resolutions by a factor of ten over the values in Table
1 and comparing the results to those obtained using the lower
resolution. In both cases, the discrepancy was less than 0.1%.
Changing the material properties as well as the thickness of the
sensor allowed for any sensor design to be tested. Also, the ma-
terial properties and thickness of the backing material could be
varied to investigate how this affected the sensor performance.
For all numerical simulations shown, the HTHFS �17� �described
in Sec. 5� was modeled mounted on a backing material three times
thicker than the sensor. It was verified that the baking material
thickness did not significantly affect the analysis. This was done
by varying the thickness from one to ten times the thickness of the
sensor, which caused less than a 3% change in the sensor perfor-
mance. For all tests, the boundary condition at the back surface of
the backing material was held at a constant temperature.

At each time step in the code, the temperatures at the face and
back of the sensor �T1 and T2� were recorded. This allowed the
sensor’s performance in all three modes of operation to be evalu-
ated using only these two temperature histories along with the
sensor’s properties. The sensor’s response to a step heat flux of
q0� is plotted against the Fourier number �dimensionless time� in
Fig. 4. A step change in the heat flux is used in all the numerical
simulations because it allows for the most direct comparison be-
tween different modes of sensor operation and backing conditions.

In the analysis shown in Fig. 4, the properties of the backing
material were identical to the properties of the sensor. The accu-
racy as a slug calorimeter decreases with time while the differen-
tial sensor’s accuracy increases with time. As the temperature of
the sensor increases, more heat is conducted through the sensor
into the backing material �q2� is increasing�. If steady-state con-

ditions were reached, the differential sensor would measure the
exact heat flux. Because the backing material in this case is iden-
tical to the sensor, the entire system acts as a semi-infinite solid,
which never reaches a steady-state. Figure 4 shows the speed and
accuracy of the HHF method. Not only does the HHF capture the
transient heat flux better than the slug calorimeter, it quickly
settles to the proper steady-state value.

The analysis was extended to a wide range of backing materials
in Fig. 5. The error of the three methods for a step heat flux input
is shown as a function of time and backing material thermal con-
ductivity. In these tests, the backing material’s thermal conductiv-
ity was stepped from 100 times lower than that of the sensor to
100 times greater. Specific regions are shown for each mode of
sensor operation. The differential region is bounded by the high
conductivity backing case above and the low conductivity case
below while the slug calorimeter region is bounded by the low
conductivity case above and the high conductivity case below.
The large size of these regions indicates the sensitivity of the slug
calorimeter and differential sensor to backing material conductiv-
ity. The much smaller region of the HHF in Fig. 5 indicates that its
performance is far less dependent on the properties of the backing
material. In fact, although the backing material thermal conduc-
tivity is varied by four orders of magnitude, at no point does this
cause more than an 11% change in the response of the HHF
method.

The results in Fig. 5 can also be used to show the sensor re-
sponse time as a function of the backing material properties. The
HHF region is bounded by the low conductivity case above and

Table 1 Parameters used in numerical simulation

Parameter Value Units

Sensor thermal conductivity 22 W /m K
Sensor density 7278 kg /m3

Sensor specific heat 548 J /kg K
Sensor thickness 3.175 mm
Backing thickness 9.525 mm
Backing thermal conductivity 0.22–2200 W /m K
Spatial step 0.03175 mm
Time step 0.5 ms

Fig. 4 Simulated response of sensor in three modes of
operation

Fig. 5 Error as a function of time and backing material thermal
conductivity
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the high conductivity case below and obtains accuracy to within
2% at a Fourier number of 0.33 on an insulator and 1.40 on a
conductor. Even on a highly conductive material, which is the best
case scenario for a differential sensor, the HHF is faster �Fo
=1.4 versus 1.5�. Finally, it is worth noting that for all Fourier
numbers greater than 0.02, the error of the HHF is never more
than 	20% regardless of the backing material. For comparison, a
differential sensor requires a Fourier number greater than 0.57 to
measure the heat flux to within 	20% on a perfect conductor,
which is 28 times slower than the HHF method.

The primary limitation with the HHF method is the large over-
prediction in the heat flux at Fourier numbers less than 0.02. As
discussed previously, this is because the face temperature is used
in the slug calorimeter term �Eq. �9��. In certain situations, it
would be desirable to eliminate the overshoot of the HHF method.
This can be accomplished by using only the back temperature �T2�
in the slug calorimeter term, as shown in Fig. 6. Hereafter, if the
slug term of the hybrid method only includes the back temperature
�T2�, it will be referred to as the HHF2 method. Figure 6 shows
that there is no overshoot and the HHF2 method still accurately
measures the steady-state heat flux regardless of the backing ma-
terial. The only drawback to this method compared with the stan-
dard HHF method is its slower response time. While the time
required to reach an accuracy of 2% is essentially unchanged, the
time required for accuracy within 20% is drastically increased.
For any Fourier number greater than 0.02 the HHF is within 20%
while the HHF2 method requires a Fourier number greater than
0.57, the same as for a differential sensor on a conductor. This
implies that if the sensor is attached to a perfect heat sink, the
HHF2 method offers no advantages compared with a standard
differential sensor. For all real materials, however, the HHF2
method is superior to either the differential sensor or the slug
calorimeter. As in Fig. 5, the top of the HHF region in Fig. 6 is the
low conductivity case while the bottom of the region is the high
conductivity case.

At the other extreme, the hybrid method was analyzed with the
slug term only containing T1 �HHF1�. This response is shown in
Fig. 7 and demonstrates the versatility of the hybrid method. By
simply changing the weights of T1 and T2 in the slug term the
response can be changed drastically. Figures 5–7 show that as the
ratio of T1 /T2 in the slug term of the hybrid method increases, the
overshoot increases and the response time decreases. In this case,
accuracy within 2% is obtained at a Fourier number of 0.75,
which represents a significant improvement compared with the
value of 1.40 for the standard hybrid method shown in Fig. 5. On
the other hand, accuracy within 20% does not occur until a Fou-
rier number of 0.125 is reached instead of the value of 0.02 re-
ported from Fig. 5. With this in mind, it is worth noting that Figs.
6 and 7 represent two extremes for implementing the hybrid
method. Which method is best must be determined on a case by

case basis. If no overshoot can be tolerated, T2 should be heavily
weighted. On the other hand, if response time is critical and some
overshoot can be tolerated, T1 should be more heavily weighted.
The case where the two temperatures are weighted evenly �Fig. 5�
is shown as a good tradeoff between the overshoot and response
time.

5 HHF Experimental Validation
To further validate the hybrid method, it was experimentally

tested using a HTHFS �17�. The HTHFS, as shown in Fig. 8,
consists of a thermopile, which directly measures the temperature
difference across the sensors, as well as two thermocouples, which
measure the face and back surface temperatures. When operated
as a differential sensor, the HTHFS has a sensitivity of
579	29 �V /W /cm2. The HTHFS is made from materials that
are thermally conductive to ensure that the heat flow is primarily
one-dimensional.

The HTHFS was tested using two backing conditions: water
cooled and insulated. The testing was performed in a stagnating
jet convection stand, which was fully characterized by Gifford et
al. �19�. This stand, as shown in Fig. 9, consists of a fully adjust-
able T-nozzle, which directs a 6 mm diameter jet of heated air at
both the test sensor and a Vatell Corp. �Christiansburg, VA�
HFM-7® reference sensor located 14 diameters away. The heat
flux microsensor �HFM� is a differential sensor, which measures
both the heat flux and surface temperature and has a time response
faster than 100 kHz �20�, but it can only be used on high conduc-
tivity materials. The jet velocity was measured at the sensor loca-
tion with a pitot-static tube and was found to be 55	2 m /s. By
switching the HFM from one side to the other of the calibration
stand, the heat transfer coefficient on each side of the T-nozzle
was shown to be identical to within approximately 3% at the
stagnation point. Because the hot free jet entrains ambient air and

Fig. 6 Error of HHF2 using only T2 in slug calorimeter term of
HHF compared with standard methods

Fig. 7 Error of HHF1 using only T1 in slug calorimeter term of
HHF compared with standard methods

Fig. 8 HTHFS design overview
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cools before it reaches the sensor location, the jet recovery tem-
perature �Tr� at the sensor location is needed. Recovery tempera-
tures were measured by 36 gauge K-type thermocouples, which
were stretched 1 mm above the stagnation point. The recovery
temperatures relative to the room temperature �Tr−T�� from one
side to the other were identical to within 4%. It was verified that
the thermocouples were measuring the recovery temperature by
allowing the HTHFS to reach steady-state on an adiabatic back-
ing. The discrepancy between the thermocouple’s recovery tem-
perature and the HTHFS’ recovery temperature was less than
0.5°C.

Using the heat flux and surface temperature measured by the
HFM with the measured jet recovery temperature, the convective
heat transfer coefficient was calculated as

h =
q�HFM

Tr − TSHFM

�14�

The heat transfer coefficient is shown as a function of time in Fig.
10 and is constant on the mean to within 2% throughout the test.
With the convective heat transfer coefficient determined, the heat
flux to the test sensor was calculated using the recovery tempera-
ture and the measured surface temperature of the HTHFS.

q�HTHFS = h�Tr − TSHTHFS
� − q�radiation �15�

The radiation term was included to account for any net radiation
leaving the sensor face. Since the HTHFS is painted using Kry-
lon™ ultra flat black spray paint, the emissivity was assumed to
be 0.97 �21�. The surroundings were treated as a black body at
room temperature. For all tests, the radiative flux was less than

2% of the convective flux, indicating that a more thorough radia-
tion analysis would not significantly affect the results.

The calculated heat flux is shown with the output of the HTHFS
in Figs. 11–14. Figure 11 shows the response of the sensor oper-
ated as a differential sensor, a slug calorimeter, and using the HHF
method while mounted on a water cooled backing. The limitations
of the slug calorimeter and differential sensor are obvious. Since
the backing is water cooled, this represents the best case scenario
for a differential sensor. Although the differential method per-
forms well at steady-state, it has a slow time response. The slug
calorimeter does not give an accurate measurement and as the
sensor reaches steady-state, the slug calorimeter’s output trends to
zero. This is as expected and demonstrates why slug calorimeters
cannot be used on conductive materials or to measure steady-state
heat fluxes. The HHF method eliminates these problems and per-
forms just as predicted numerically �Fig. 5�. The HHF has the fast
time response of the slug calorimeter, and then trends to the
steady-state heat flux more quickly than the differential sensor.

Figure 12 shows the same test as in Fig. 11 except that the
HHF2 method was applied. As expected, the overshoot at the be-
ginning of the test is eliminated for the HHF2 method at the ex-
pense of a slower response time. As predicted in Fig. 6, an accu-
rate measurement of the steady-state heat flux is still made.

Figures 13 and 14 show the response of the sensor mounted on
a block of low conductivity, fibrous alumina insulation. Here, the

Fig. 9 Stagnation flow convection calibration facility

Fig. 10 Convective heat transfer coefficient

Fig. 11 Sensor on water cooled backing

Fig. 12 Sensor on water cooled backing using only T2 in slug
and hybrid methods
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curves appear much different than for the water cooled case. In
this test, the heat flux quickly trends to zero. This is because the
HTHFS surface temperature quickly warms to the recovery tem-
perature since very little heat leaves the sensor. Therefore, the
temperature difference driving the heat flux trends to zero, causing
the heat flux to trend to zero. Although the test time is short, the
advantages of the HHF method are still apparent. This time, the
differential sensor is unable to accurately measure the heat flux.
This is because q2� is much less than q1� , which implies that the
average of q2� and q1� is not an accurate measure of q1� . On the
other hand, since q2� is small, the slug calorimeter works rela-
tively well in this case. As stated previously, in the limit, as the
backing material becomes a perfect insulator, the HHF method
and the slug calorimeter will give identical results once the tem-
perature profile is fully developed. Therefore, for any real insula-
tor with nonzero thermal conductivity, the HHF method will out-
perform the slug calorimeter. This is shown in Fig. 13. Even on
this very low conductivity substance, there is still enough heat
leaving the back surface of the sensor that the HHF method more
accurately measures the heat flux compared with the slug calorim-
eter.

Figure 14 shows the same test as Fig. 13 except the only T2 is
used in the slug and hybrid analyses. Once again, the HHF2
method accurately measures the heat flux with a much smaller

initial overshoot. Here, it is more difficult to see any slower time
response. This is reasonable because, as shown in Fig. 6, as the
backing material thermal conductivity is reduced, the time re-
sponse of the HHF2 improves. More experimentation is needed to
fully examine the time response characteristics of sensors utilizing
the various forms of the hybrid method.

6 Conclusions
This paper outlines a hybrid method for obtaining surface heat

flux measurements. It is shown that by combining both spatial and
temporal temperature measurements in a hybrid method, the time
response and accuracy of heat flux sensors can be improved. More
importantly, the HHF method causes the sensor’s response to be
much less dependent on the properties of the material to which it
is mounted. In addition, it is shown that by adjusting how the
temperatures used in the HHF method are weighted, the method
can be specifically tailored to a particular test. The HHF method
was validated by performing numerical simulations, which were
supported by experimentation. These results show significant im-
provements compared with operating the sensor as a solely spatial
or temporal heat flux sensor.
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Nomenclature
C 
 specific heat

Fo 
 Fourier number, t� /�2

k 
 thermal conductivity
h 
 convective heat transfer coefficient

q� 
 heat flux
q0� 
 step change heat flux for simulation
q1� 
 heat flux into sensor face
q2� 
 heat flux out of sensor back

q�differential 
 heat flux measured by differential sensor
q�HFM 
 heat flux measured by HFM reference sensor
q�slug 
 heat flux measured by slug calorimeter

T 
 time
tss 
 time to reach steady-state
T1 
 temperature at sensor face
T2 
 temperature at sensor back

Tave 
 average sensor temperature
Tr 
 measured jet recovery temperature

TS HFM 
 HFM surface temperature
TS HTHFS 
 HTHFS surface temperature

T� 
 room temperature
x 
 distance from sensor face
� 
 thermal diffusivity of sensor, k /�C

�T 
 time between temperature measurements, in-
verse of sampling frequency

� 
 thickness of sensor
� 
 density
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Fluorescence and Fiber-Optics
Based Real-Time Thickness
Sensor for Dynamic Liquid Films
To overcome the limitations/disadvantages of many known liquid film thickness sensing
devices (viz. conductivity probes, reflectance based fiber-optics probes, capacitance
probes, etc.), a new liquid film thickness sensor that utilizes fluorescence phenomena and
fiber-optic technology has been developed and reported here. Measurements from this
sensor are expected to facilitate better understanding of liquid film dynamics in various
adiabatic, evaporating, and condensing film flows. The sensor accurately measures the
instantaneous thickness of a dynamically changing liquid film in such a way that the
probe does not perturb the flow dynamics in the proximity of the probe’s tip. This is
achieved by having the probe’s exposed surface embedded flush with the surface over
which the liquid film flows, and by making arrangements for processing the signals
associated with the emission and collection of light (in distinctly different wavelength
windows) at the probe’s flush surface. Instantaneous film thickness in the range of 0.5–
3.0 mm can accurately (with a resolution that is within �0.09 mm over 0.5–1.5 mm
range and within �0.18 mm over 1.5–3.0 mm range) be measured by the sensor de-
scribed in this paper. Although this paper only demonstrates the sensor’s ability for
dynamic film thickness measurements carried out for a doped liquid called FC-72 (per-
fluorohexane or C6F14 from 3M Corporation, Minneapolis, MN), the approach and
development/calibration procedure described here can be extended, under similar cir-
cumstances, to some other liquid films and other thickness ranges as well.
�DOI: 10.1115/1.4000045�

Keywords: liquid film thickness measurements, real-time liquid thickness sensor, fiber-
optic sensor, dynamic liquid film, liquid-vapor interface, fluorescence probe

1 Introduction
Over the last few decades, measurement of a dynamic liquid

film’s thickness has become increasingly important in numerous
research and development fields. This paper focuses on a sensor,
which may be used to obtain interfacial wave characteristics—
such as the amplitude, frequency, and propagation velocity—by
postprocessing and analyzing dynamic, local film thickness data at
known locations. Need for such measurements based information
exists for two-phase systems that involve film flows under adia-
batic, evaporating, or condensing conditions. Many techniques
have been developed to satisfy the objectives of measuring liquid
film thickness values �instantaneous or time-averaged� within the
experimental goals, constraints, and equipment restrictions im-
posed by the specific needs of the application of interest.

Direct mechanical measurements involving needle contact �1�
have been used very early on for scientific studies where the in-
trusion of the probe in the film does not lead to significant alter-
ation of the flow, unlike many two-phase flows of scientific inter-
est.

Conductivity and capacitance measurements based approaches
for a liquid film’s thickness are the most popular among the non-
intrusive techniques. These techniques �2–4� measure the conduc-
tance and/or capacitance �4,5� of a certain volume of the liquid
film in the vicinity of the probe. Even inductive probes have been
used �3,6�. A well known distance measuring principle has also
been used �7� in the present context by identifying and measuring
the total transit time of a sound wave as it travels from a flush
ultrasound probe to the film interface and back after its first re-

flection. However, a major limitation of these �2–4,7� approaches
are their insufficient spatial resolution for dynamically resolving
spatially nonuniform and time-varying film thickness.

Use of optical reflection from the liquid film’s interface
�6,8–12�, optical interference �13–15� of illuminating and reflect-
ing lights, optical ellipsometry �16,17�, optical absorption/
transmission �18–20� characteristics, optical fluorescence imaging
�21–24� of the liquid film, and the approach of measuring the
amount of fluorescent light �see Refs. �5,25–28� as well as the
approach described in this paper� typically require a transparent
liquid film. Methods based on optical absorption, interference, and
reflection techniques depend on the exciting light’s reflection from
the liquid interface; hence they do not work well when instanta-
neous thickness is desired in the presence of waves on the liquid’s
interface. These techniques are useful for thickness measurements
of very thin films �within nano- to microscale� with negligible
wave effects �as in Refs. �5,27��, or when only the peaks and
troughs of the interface are of interest �as in Ref. �9��, or in sys-
tems employing an appropriate multifiber collection technique
similar to the one presented here �as in Ref. �11��. The calibration
curves in Ref. �11� are not linear, and they require a double ring of
receiving optical fibers in their probe. Other fluorescence tech-
niques used in the literature apply to applications in which a
liquid-vapor interface is not present, as in Ref. �25�. The absor-
bance methods require optical access on both sides of the liquid-
vapor interface and sometimes require a dye �20,29�. According to
Mouza et al. �19�, the settling time of the photo detector diode
may impair the temporal resolution of their sensor, and interface
reflection and refraction in the presence of waves with interface
angles greater than 20 deg may introduce errors. The
fluorescence-based film thickness measurements recorded by Ting
�30� require an optical window �which must be corrected for re-
fraction�; they were not calibrated, and the calibration method
suggested in Ref. �30� is not representative of liquid-vapor inter-
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faces of the type encountered in condensing flows. A method em-
ployed by Driscoll et al. �28� �a refinement of an earlier method
introduced by Schmidt et al. �31�� is of considerable complexity
with regard to access to the liquid film �it uses the insertion of a
“purge cone” in the gaseous space of an annular flow�. Further-
more, its accuracy in measuring dynamic film thickness with a
wavy interface is suspected because their calibration method em-
ploys a smooth, planar interface of constant angle for the liquid
film �unlike the wavy interfaces associated with dynamic films�
and they indicate the need for changes in their electronics for use
of their approach for dynamic film thickness measurements.

The only currently available viable alternative to our technol-
ogy for accurately determining annular flow morphology in con-
densing and boiling flows is the laser focus displacement �LFD�
method of Takamasa et al. �32,33�, which has been used by
Hazuku et al. �34� and Ebner et al. �29� for film thickness mea-
surements in horizontal adiabatic flows. This method requires op-
tical windows, and unlike the approach of this paper, must be
nonempirically corrected for refraction effects through the trans-
parent window material �32–34�. It measures the film thickness
indirectly via the displacement of a lens, the movement of which
is correlated with a laser focus point as it sweeps through the
liquid film from wall to interface. The LFD method was found to
be valid for interface angles up to 33 deg in Ref. �34�; however,
Ebner et al. �29� noted an 8.0 deg interface angle limitation in
their LFD measurements of oil flows in horizontal rectangular
ducts. The LFD method in Ref. �34� requires neither dopant nor
darkness in the sensing region, rendering it useful in combined
thickness and visualization studies.

In summary, many liquid film thickness measuring techniques
have been developed, each with its own range of applicability,
advantages, disadvantages, and limitations. However, for charac-
terizing wave motions on dynamic liquid films of thickness in the
range of 0.2–5 mm, available sensors show limitations and/or a
need for additional enhancements/modifications toward simplify-
ing the calibration process and reducing the cost.

2 Principle of the Sensor
The above-stated goal is to have the sensing probe accurately

measure the instantaneous thickness of a dynamically changing
liquid film in such a way that the probe does not perturb the flow

phenomenology in the proximate distance to the probe’s tip. This
is achieved by having the probe’s exposed surface embedded flush
with the flow surface �the surface on which the liquid film flows
or moves� and processing the signals associated with light emis-
sion and light collection at the probe’s flush surface itself. A thick-
ness range between 0.5 mm and 3.0 mm is resolved by the devel-
oped sensor.

Film thickness measurements are carried out for stationary and
dynamic films of a liquid called FC-72 �perfluorohexane or C6F14
made by 3M Corporation�. The liquid film shown in Fig. 1 is
fluoresced by exciting it with a suitable light source. A portion of
the fluorescent light, which has a different and distinct wavelength
spectrum than the spectrum of the excitation light, falls back �after
possibly reflecting once or more times from the interface� on a
designated collection area of the flush probe. As shown in Fig. 2,
the flush probe in Fig. 1 has an arrangement of illumination
�marked by I� and collection �marked by R� locations, and at these

Fig. 1 Operating principle of a fluorescence sensor

Fig. 2 Symmetrical arrangement of R probes around an I
probe
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locations, suitably small and thin optical filters are placed on the
tips of their respective fiber-optic cables and are flush with the
sensor’s probe area. The amount of collected/detected fluorescent
light depends, among other variables, on the instantaneous film
thickness to be measured. For the new calibration technique de-
scribed and proposed here, the measured value of the detected
fluorescent light correlates directly to the instantaneous film thick-
ness, even in the presence of interfacial waves.

To fluoresce the liquid film, the FC-72 is slightly doped
�concentration=mass of dopant�100 /mass of total solution
=0.20%� by a suitably chosen fluorescent additive �bi-acetyl or
C4H6O2 in this case�. The excitation of this doped liquid film at
shorter wavelengths of light �400–410 nm� leads to sufficient ab-
sorption of this light. This, in turn, induces sufficient fluorescent
emission at longer wavelengths �460–600 nm�. In other words,
molecular absorption of shorter wavelength photons triggers emis-
sion of lower energy photons with longer wavelengths. The wave-
length spectrum of the emitted fluorescent light �460–600 nm� is
separated and identified for detection because light in this
spectrum—as it traverses its way out of the film—is not self-
quenched or absorbed by the doped liquid film. The excitation
light is arranged to be minuscule in order to excite the film mostly
through the primary illumination cone in Fig. 3 �i.e., to minimize
presence of secondary illumination cones resulting from interfa-
cial reflection of the excitation light in the primary illumination
cone�. As a result of the minuscule excitation, the light in the
fluorescent range, as detected at the receiving fibers �after filtering
out any reflected excitation light� after its first reflection from a
nearly planar interface �see Fig. 3�, is also minuscule and is de-
tected by a sensitive photomultiplier tube �PMT�. The predomi-
nant amount of detected light should come directly from the fluo-
rescent light originating in the primary illumination cone in Fig. 3,
and a much smaller amount should come indirectly through fluo-
rescence caused by illuminating light reflected from the interface
and then absorbed in secondary illumination cones, as shown in
Fig. 3. This predominant component of detected light correlates
directly with instantaneous film thickness and is made precisely
known �and deterministic� by sorting and identifying this portion
of the total detected light with the help of a paired set of calibra-
tion experiments especially developed for this purpose. The re-
sults of the calibration experiments, as well as experimental dem-
onstration of the sensor’s dynamic measurement capabilities, are
reported in this paper. Note that if the working fluid is sufficiently
fluorescent as for some oils �27�, the use of a dopant may be
avoided without significant hardware alterations, and only minor
changes to the calibration procedure may be needed.

2.1 Choice of Dopant. The pure working liquid FC-72 is a
clear, colorless, and odorless dielectric liquid with high density,
low viscosity, low surface tension, and low boiling point �56°C at
one atmosphere of pressure�. It is commonly used as an electronic
cooling fluid due to its low boiling point, high convective heat
transfer coefficient, and its clean, safe, and easy-to-use character-

istics. It has a spectral absorptivity of nearly zero over the visible
range. Here, FC-72 is doped by dissolving a small amount of
bi-acetyl, C4H6O2 �henceforth called dopant�.

The doped FC-72 solution, when excited by a 408 nm laser
source, results in significant absorbance and sufficient fluores-
cence of the bi-acetyl molecules. The solution’s absorbance and
fluorescence characteristics are shown in Figs. 4 and 5, respec-
tively. In Fig. 4, absorbance=0 has been set for pure FC-72. The
measurements reported in Fig. 4 were done with a 10 mm light
path cuvette in a Beckman spectral photometer. The mass concen-
tration of the doped solution was 0.121%. It is seen through the
absorbance spectrum �see Fig. 4� that the detected fluorescent
light �460 nm���600 nm�, when making its way out of the
liquid film, will see zero absorbance and hence will not be self-
quenched or absorbed by the liquid film.

For an excitation light of �=425 nm, as shown in Fig. 5, the
dotted curve indicates the level of fluorescence �dominant over
460–600 nm range� that the doped solution yields. This curve was
obtained by a fluorescence meter when a doped solution �C
=0.054%� was excited by a 425 nm light source.

The solid curve plots the “factor” �0� factor�1.02� at various
wavelengths of excitation light, by which the fluorescent spec-
trum’s intensity, when excited at �=425 nm �dashed curve, pho-
ton counts over instrument’s specified interval of time�, may be
multiplied to estimate fluorescent light intensity.

3 Requirements
Based on the above discussions of the sensor principle, and our

experience with the sensor, this film thickness sensor can be used
whenever the following requirements are met:

Fig. 3 Greater detail on the neighborhood of illuminating „I…
and receiving „R… fiber tips

Fig. 4 Absorbance spectrum of a bi-acetyl doped FC-72 solu-
tion „C=0.121%…

Fig. 5 Fluorescent intensity versus wavelength curves of a bi-
acetyl doped FC-72 solution for an excitation light of �
=425 nm and concentration of 0.054% „scaling factor is pro-
portional to the absorbance…
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• The liquid film whose thickness is to be measured transmits
light and can, if needed, be doped by a fluorescent chemical.
The absorbance and fluorescence spectrum of the doped liq-
uid must meet the criteria discussed under “choice of dop-
ant.”

• The measurement can take place either in a dark environ-
ment with no ambient light or only under an ambient light
illumination at selected and allowable wavelengths that do
not interfere with wavelengths associated with excitation or
collection lights �e.g., ��600 nm�.

• The inner walls of the container, within which flow of the
film takes place, must be close to a “black surface” to mini-
mize reflection of the excitation light.

• The components of the sensor and the sensing environment
must be clean to avoid autoflouroscence �caused by excita-
tion light� from impurities that can corrupt the signal in the
spectrum of the light to be sensed.

• The liquid film thickness should be within a certain well
defined range for any chosen excitation light illumination
level �which is 0.5–3.0 mm for the reported light level situ-
ation�. A wider range of measurements is possible if the
sensor arrangement and excitation light levels are suitably
modified. For different ranges of film thickness all one has
to do is to prescribe a different “small amount” of excitation
light for which the calibration in that specific range �say
2.5–5 mm� will work with different estimates on the reso-
lution of the thickness and the spatial resolution with regard
to the locality of the measurements.

4 Sensor Schematic, Hardware, and Experimental
Procedure

4.1 Schematic. The schematic of the experimental setting of
the developed sensor is depicted in Fig. 6. In general, illuminating
light from a 408 nm violet laser source is transmitted through fiber
I with a core diameter of 200 �m. A much smaller core diameter
for fiber I can be used for better spatial resolution of the measure-
ments. The light coming out of the fiber I illuminates a nearly
cylindrical primary cone �Fig. 3� within a stationary or dynamic
film �made up of a bi-acetyl doped FC-72 liquid� inside a cylin-
drical anodized aluminum container �optical testing container in
Fig. 6�. Absorption of the violet photons by the dopant molecules
is followed in less than 1 ns by an emission of photons in longer
wavelengths, which are within the range of 470–600 nm. It should
be noted that previous spectrofluorometer experiments have con-
firmed that no fluorescence is yielded if pure FC-72 liquid is sub-

jected to this excitation. The doped solution’s fluorescent light
ranging within 470–600 nm is channeled through a set of other
optical fibers R �which are chosen to have a bigger core diameter
of 800 �m and are arranged as in Fig. 2� into a photo detector of
choice. The detector in Fig. 6 indicates use of either a photomul-
tiplier tube �for measurement and calibration� or a spectrometer
�for evaluation of system performance�.

Along the optical paths, installation of the optical filters is
needed to minimize the presence of noise light within the detected
fluorescent range of interest. For instance, a short-pass �SP� filter,
which allows transmission of light with wavelengths shorter than
a specific wavelength �, is installed at filter holder F1 in Fig. 6.
This SP filter allows wavelengths below 415 nm to pass and
blocks the very small noise light in the range of 420–700 nm,
which typically accompanies the violet excitation laser light’s
spectrum �see Ref. �35� for details�. For the sensor principle to be
effective, reduced noise light and reflection of illuminating light
from the interface is required. For this, calibration at very low
excitation light levels �near 0–1 mW� are employed. One impor-
tant reason for very low excitation light level �close to the zero
light output threshold for the laser� is that our experience shows
that the magnitude of unwanted laser emission in the fluorescent
zone �470–600 nm� of interest, as well as other unwanted signals
described later on in this paper, increases more rapidly with in-
creased laser light than does the collected fluorescent light from
the doped liquid.

In addition to the above, between F1 and the exit of the laser
diode �LD�-to-fiber coupler, more ultrathin SP filters are placed to
further improve the ability to block any undesired noise light aris-
ing from autofluorescence of the optical components inside the
coupler. A short-pass filter �blocks everything above ��420 nm�
is again employed at the tip of the illuminating fiber I in Fig. 6.
This filter is to reduce noise light that goes through, despite the
presence of the filter at F1, and, also, to eliminate some noise light
that is created by the autofluorescence of the illuminating fiber I.
Long-pass �LP� filters, which allow transmission of light of wave-
lengths longer than a specific wavelength �=470 nm, are placed
on the tips of each of the receiving fibers R to block/reduce the
amount of 408 nm excitation laser light that would otherwise enter
R due to reflection of the laser illuminating light from the inter-
face. An identical LP filter, which blocks wavelengths below 470
nm, is installed at filter holder F2 right before the photo detector
to block possible autofluorescence light �in the spectrum of inter-
est� from certain materials between R and the detector that would
otherwise enter the detector. It was necessary to specify fused

Fig. 6 Schematic of the experimental setting for the developed sensor
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silica as the substrate of all optical filters to minimize problems
with autofluorescence of the filter material into the wavelength
range of the desired fluorescent signal.

4.2 Hardware Implementation. A system consisting of opti-
cal, electrical, and mechanical subsystems has been developed for
the sensor. This section gives an overall picture of how hardware
components are integrated into three optical subsystems, which
are as follows: laser diode-to-fiber coupler used for laser illumi-
nation and focusing onto the illuminating fiber �with its associated
filter and adapter�, illuminating �laser light� and receiving fibers
with their associated filters and fittings, and photo detector for
sensing the amount of fluorescent light �with its associated filter
and adapter�. Figure 6 presents the schematic design. Pictures of
the actual physical assemblies of the overall system and additional
details of all the pieces of hardware, including optical, electrical,
and mechanical components, are given in Ref. �35�.

A violet LD is installed in a laser-to-fiber coupler. The filtered
light is focused by an aspheric lens into a 200 �m core fiber �Fig.
6�. LD current is controlled through a precise potentiometer. To
monitor laser power of the LD so as to ensure constancy of the
light output, some 4–8% of the laser light is captured through a
beam splitter and channeled through a 50 �m core multimode
�MM� fiber connected to the side path, as shown in Fig. 6 as beam
pickoff fiber, of the laser-to-fiber coupler. A photodiode and an
oscilloscope are used to detect the light coming out of this beam
sampler. In addition, one thermoelectric cooler is connected to the
photodiode and one to the laser-to-fiber coupler to maintain each
one of them at specified constant temperatures of 20°C. This en-
sures the stability and consistency of the device performance. A
fan acting on a finned heat sink is also attached onto the laser-to-
fiber coupler to allow better heat dissipation during the LD and
thermoelectric cooler operation.

Laser light illuminated from the LD is coupled through a
straight-tip �ST� optical fiber connector into a fiber cable with a
core diameter of 200 �m. After transmitting the light to a dis-
tance of about 1 m in the fiber, the fiber tip is housed inside a
1.1 mm diameter stainless steel distal tip, which is mounted in the
bottom of the calibrating container with a nonfluorescent black
silicon. This illuminating tip touches a short-pass filter, which is
mounted flush with the calibrating container’s bottom surface and
exposed to a doped FC-72 liquid film. Light yielded by fluores-
cence of the bi-acetyl in the solution is collected through six or
more fiber cables mounted at offset locations �R� from the illumi-
nating fiber cable �see Figs. 2 and 3�.

Fluorescent light exiting the receiving fiber cable�s� is colli-
mated by a collimating lens �see Fig. 6�. The collimated light
passes through a cylindrical barrel �1 in., or 25.4 mm inner diam-
eter�, which works as a filter holder adapter �see F2 in Fig. 6�.
After filtering, the light passes through a suitable lens that focuses
it on the active area of the photo detector. When the PMT is used
for actual calibrations and measurements, an oscilloscope is con-
nected to the PMT with a coaxial cable. A resistor at the output
end of the PMT converts the detected and amplified signals from

amperes to voltage values before the signal reaches the oscillo-
scope. It should be noted that the rise times of PMT and spec-
trometer are 2.5 ns and 3 ms, respectively.

4.3 Procedures. To improve the amount of fluorescent light
collected, the doped solution is prepared at close to its highest
allowable mass concentration, which is 0.20% dopant since the
limit of bi-acetyl solubility in FC-72 at room temperature is found
to be about 0.22% by mass. Clean, pure FC-72 solution is used
throughout the tests to minimize the possibility of unwanted par-
ticles fluorescing under violet laser excitation. Although oxygen
and other atmospheric gases are highly soluble in FC-72 accord-
ing to 3M datasheets, it is assumed here that they will reach an
equilibrium concentration at standard temperature and pressure,
which is the same for all tests and calibrations conducted for this
paper. It has been verified by dipping probe spectroscopy that the
doped liquid FC-72 achieves repeatable fluorescent properties.
Spectral analysis is employed by using a spectrometer whenever
the characteristics of noise light need to be ascertained toward
improvement of signal-to-noise ratio or better understanding of
the system.

Optimal offset distance e in Fig. 3 for these tests were experi-
mentally found to be best, with regard to signal-to-noise ratio, at
1.7 mm. Total height of the container in Fig. 6 is 1 in. or 25.4 mm.
However, the top of this container also has a movable black disk,
whose lower surface is initially at 6.6 mm from the bottom of the
container. This movable disk can be lowered to effectively reduce
the gap between the liquid-vapor interface and the top wall. As
described later, it is this movable disk that allows a change be-
tween the configurations depicted in Figs. 7�a� and 7�b�.

During the tests, pure or doped solution is added into the cali-
brating container, which is designed such that a stationary and
horizontal liquid film’s thickness corresponds directly to the added
liquid volume. At least two measurements are taken for each film
thickness. Proper choice of the best signal scaling on the detec-
tor’s oscilloscope helps in reducing the measurement errors. Val-
ues smaller than the oscilloscope analog-digital conversion �ADC�
errors are discarded and the corresponding thickness/light levels
determine the lower limits of the sensor’s capabilities. All mea-
surements need to be taken within 1 min of laser illumination to
prevent photo/thermal degradation of the doped solution. LD deg-
radation is also minimized by turning off the LD driver in between
experimental runs.

All electrostatic discharge �ESD� sensitive electronics are
placed on top of a grounded, antistatic table mat. Any electrical
and optical cables, which are sensitive to physical arrangement
and/or movement, are properly secured.

Additional detail on the calibrating container designed for the
tests, experimental precautions, and procedures can be found in
Ref. �35�.

Fig. 7 „a… Calibration experimental configuration with liquid-vapor inter-
face and associated nomenclature; „b… calibration experimental configura-
tion without liquid-vapor interface and associated nomenclature
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5 Calibration Experiments, Parameter Definitions,
and Governing Relationships

5.1 Calibration Experiments. Calibration is performed by
the proposed novel paired set of experimental configurations �with
and without liquid-vapor interface for a stationary horizontal liq-
uid film� shown in Figs. 7�a� and 7�b� below. The experiments are
carried out with the help of the entire system indicated in Fig. 6.

The purpose of a pair of calibration experiments for the same
stationary and horizontal liquid film—first in the experimental
configurations in Fig. 7�a�, followed by measurements in the ex-
perimental configuration in Fig. 7�b�—is to develop a calibration
curve that fulfills the requirement of having achieved a certain
one-to-one correspondence among various signals. To discuss this
further, it is essential that these signals and issues associated with
their measurements be defined first. This is done in Sec. 5.2.

5.2 Important Definitions of Relevant Quantities. NP �unit:
mV, measured on the detector� is the amount of noise light �i.e.,
light other than the fluorescent light� that is received at the PMT
despite all the earlier described filtering, when either of the two
configurations in Fig. 7 is used to provide the liquid film shown in
the system in Fig. 6. This NP is measured as the amount of de-
tected light—from the entire system �Fig. 6�—when the liquid
film used in the configuration shown in Fig. 7�a� or Fig. 7�b� is
not doped, so there is no fluorescence of the film. As needed, NP
for the experimental configuration in Fig. 7�a� is denoted as NP�L-V
because of the presence of a liquid-vapor �L-V� interface and NP
for the experimental configuration in Fig. 7�b� is denoted as
NP�No L-V because of an absence of a L-V interface. Unless other-
wise stated, NP denotes NP�L-V. Ideally, if it was not for limitations
imposed by the requirements underlying the principle of the sen-
sor, technology, and cost, one would try to achieve NP�0 relative
to the signal of interest. In reality a nonzero value for NP arises
from the following sources: �i� some feeble noise light �that is
predominantly in the fluorescent range of interest and is from the
LD or autofluorescence in the LD housing� that gets out of the
I-tip, reflects off from the liquid-vapor interface and/or enclosure,
and enters the R-tip, �ii� some feeble noise light that gets gener-
ated by autofluorescence in the illuminating and receiving fibers’
interaction with the illuminating light �typically the 408 nm exci-
tation light�, and �iii� some noise signal readings that arise from
some inherent electrical noise in the electronics.

Sf �L-V �unit: mV, measured on the detector� is the fluorescent
signal that is received through the receiving fibers when the liquid
film is in the configuration in Fig. 7�a�—a configuration in which
the film has a liquid-vapor interface. This signal Sf �L-V is due to �i�
direct collection �by the R-tips in Fig. 2� of fluorescent light from
the primary illumination cone in Fig. 31, �ii� reception of fluores-
cent light �also from primary illumination� at R-tip after its reflec-
tion from the liquid-vapor interface2, and �iii� additional reception
of fluorescent light at R-tip due to fluorescence in the secondary
illumination zone �i.e., the zone formed by reflection of the illu-
minating light from the liquid-vapor interface; see Fig. 3�. Note
that the intensity of the light fluorescing in secondary illumination
zones is expected to be quite weak compared with the intensity of
the light fluorescing in the primary illumination zone due to the
very low level of illuminating laser light, the absorption of the
illuminating light in the film in the primary illumination cone, the
loss of light due to the transmission of illuminating light through
the interface, and the fact that the fluorescent light will still be
orders of magnitude smaller than the feeble reflected illuminating

light.
D �unit: mV, measured on the detector� is the total detected

light from the entire system �see Fig. 6� for a doped film in the
configuration in Fig. 7�a� or Fig. 7�b�. Ideally, for the configura-
tion in Fig. 7�a�, one should have D=Sf �L-V. However, because of
a nonzero noise light component NP, D=Sf �L-V+NP.

NP /D �unit: dimensionless� is the noise-to-detected light ratio
�also called noise ratio�. It is desirable that this ratio be made as
small as possible. The smaller the value of NP /D, the closer is the
value of D to Sf �L-V and the greater is the possibility of bringing it
close to the desired signal Sf �No L-V defined below.

Sf �No L-V �unit: mV, measured on the detector�, or the fluores-
cent signal �Sf �No L-V=D−NP�, is computed from the measured
values of D and NP for this configuration when the doped film is
in the experimental configuration, as depicted in Fig. 7�b�. In this
configuration, there is a complete absence of liquid-vapor inter-
face as it is replaced by a liquid-solid �black surface� interface,
and hence, there is a nearly complete absence of any reflection of
light from the wetted top surface. Therefore, Sf �No L-V is the mea-
sure of the signal associated with collection of fluorescent light
from the primary illumination zone. This is because the liquid-
solid interface that replaces the liquid-vapor interface absorbs al-
most all of the illuminating and fluorescent light reaching the solid
black surface.

Other terms and definitions are as follows: C is the solution
concentration= �mass of dopant /mass of total solution��100%
�%�, d is the local liquid film thickness �mm� �see Fig. 7�, e is the
distance between the edges of illuminating and receiving fibers
�mm� �see Fig. 7�, ELD is the excitation light that transmits out of
the illuminating fiber, including any noise light �mA�, T is the
temperature of liquid film �°C�, � is the local interface angle with
respect to the horizontal �deg� �see Fig. 3 or Fig. 9�.

1In the current design, this light is due to fluorescent light incident on the R-tips
at the solid-liquid interface scattering into the acceptance cone of the receiving fibers
or by transmission of light incident on the R-tips at an angle outside of the accep-
tance cone of the receiving fibers through cladding modes in the fiber.

2This light may be comparable in intensity to the directly collected fluorescent
light because, as in Fig. 3, the “acceptance cone” of the R-fibers may not overlap the
primary illumination zone that emits diffuse fluorescent light in all directions.

Fig. 8 Relationship of interfacial wavelength � to the angle of
the illuminated portion of the interface

Fig. 9 „a… Interface angle test, 0 deg inclination angle; „b… in-
terface angle test, nonzero inclination angle �>0 deg
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5.3 Governing Relationships Among Relevant Parameters
and Factors. The following relationships highlight the principles
underlying the calibration of the sensor through the film configu-
rations recommended in Figs. 8�a� and 8�b�. These relationships
show the dependent factors associated with various signals col-
lected by the sensor as follows:

Equation �1�: Experimentally detected light D for doped film
and factors influencing it in the configurations �Figs. 7�a� and
7�b�� of interest

D = Sf �L-V�or Sf �No L-V� + NP

= Function �NP, C, d, e, ELD, T, �, etc.3�;
= Function �NP, d, �� if concentration C and system settings are

constant; and
= Function �d� if concentration C and system settings are con-

stant, and specially designed receiving fiber arrangement
�Fig. 2� and hardware improvements allow insensitivity of D
and NP values to changes in interface angle �. This follows
from the assumption that NP is constant in intensity for the
same hardware arrangement, consistent with the definition of
NP. �1�

Equation �2�: Fluorescent signal Sf �L-V in the presence of direct
and reflected fluorescent light �due to primary illumination� from
liquid-vapor interface and some fluorescent light from secondary
illumination �see Figs. 3 and 7�a��

Sf �L-V = D − NP�L-V

= Function �C, d, e, ELD, T, �, etc.3�;
= Function �d, �� if concentration C and system settings are

constant; and
= Function �d� if concentration C and system settings are

constant, and specially designed receiving fiber arrange-
ment �Fig. 2� and hardware improvement allow insensitiv-
ity to changes in interface angle �. �2�

Equation �3�: True fluorescent signal Sf �No L-V of interest in the
absence of liquid-vapor interface �see Fig. 7�b� arrangement im-
plying negligible reflected illuminating light and very low inten-
sity reflected fluorescent light, and hence, near � independence
when the receiving fibers are symmetrically arranged�

Sf �No L-V = D − NP�No L-V

= Function �C, d, e, E, T, etc.3�; and
= Function �d� if concentration C and system settings are

constant. �3�

6 Challenges
There were three main challenges associated with the develop-

ment of the proposed sensor. The challenges are related to the
elimination of effects associated with the presence of noise light,
elimination/containment of effects associated with the expected
changes in the liquid film’s interface angle � under conditions of a
dynamic film, and reduction in errors by minimizing variations in
the so-called fixed system settings and hence, improving repeat-
ability of data at fixed levels of NP and a range of � values.

6.1 Noise Light Challenge. For both the configurations in
Fig. 7, reduction in noise light NP is very important. If NP is not
sufficiently small with respect to detected light D, it may not be
possible to correlate the detected light D to the illuminated liquid
film thickness that characterizes the volume of the primary illu-

mination cone in Fig. 3. Under these high NP /D conditions, the
required one-to-one correspondence between D and the fluores-
cent signals Sf �L-V and Sf �No L-V typically either does not exist or
the correspondence is unsatisfactory. As a result, for large NP /D
values, measurement of liquid thickness may not be possible over
a range of thicknesses of interest. All these problems associated
with large NP /D are exemplified by a representative experimental
result shown later in Fig. 13 of this paper and in figures 31 and 32
in Ref. �35�.

Even if, say on a detector, a noise light level of NP�10−6 times
the illuminating light intensity is achieved through good filtering
at various locations, the fluorescent signal Sf �L-V remains very
small—typically only about 2–11 times NP. This is because of the
ultrasmall level of fluorescent light Sf �L-V yielded by the ultrasmall
primary illumination �see Fig. 3� in comparison to the level of
noise light NP associated with various noise sources in the system.
As a result, there are practical limitations on significantly increas-
ing signal-to-noise ratio �Sf �No L-V /NP� or detected light-to-noise
ratio D /NP. These practical limitations, despite the employment
of state-of-the-art technology involving high quality optical filter-
ing, photomultiplier tube detection �for very low level of light�,
high quality fiber-optic cables, and very high quality optics and
electronics for the remaining system required development of a
novel and effective calibration procedure. To address this prob-
lem, use of the proposed paired set of calibration experiments
indicated in Figs. 7�a� and 7�b� led to a situation that does not
require complete elimination of NP or very significant enhance-
ment of Sf �L-V /NP or D /NP values. The novel calibration tech-
nique developed here can be effective despite an unavoidable
presence of a nonzero NP, provided that it is within certain bounds
�e.g., Sf �L-V /NP is between 2–10 and the required one-to-one cor-
respondence among D, Sf �L-V, and Sf �No L-V is achieved�.

6.2 Interface Angle Challenge. In addition to the calibration
with stationary films addressing challenges associated with noise
light NP, there is a need for local film thickness measurement even
in the presence of waves. The measurement principles are high-
lighted by Eqs. �1� and �2� in Sec. 5.3. From there it is known that
the � dependence in the collected signal is largely due to the
component of fluorescent and noise lights that are collected after
their reflections from a potentially wavy interface. This requires
development of a measurement approach that minimizes the de-
pendence of detected signals D and Sf �L-V on the interface angle �.

For most wavy situations, one only needs � independence over
−�max����max. The maximum interface angle �=�max�d� in Fig.
8 depends on the maximum amplitude aw of the waves �assumed
here to be less than 30% of the film thickness d�. Let the mini-
mum wavelength �min be such that, for ���min, the wave energy
in the dynamic film cannot be ignored. This gives, through Fig. 8,
a simple estimate of �max�d��arc tan�4aw /�min�. For 0.5 mm
�d�3.0 mm and typical FC-72 waves of ���min�1 cm, this
gives a �max of approximately 3–20 deg. This type of sensor’s
range of applicability is determined by the experimentally deter-
mined value of �max�d� for which � independence can be con-
firmed. For a known � independence in a range determined by
�max�d�, the sensor can resolve, within certain bounds, instanta-
neous thickness for waves with minimum wavelength �min �i.e.,
all ���min� and maximum amplitude aw, provided that the crite-
rion ��min�8a� �where a=200 �m is the base diameter of the
illuminating beam at the interface� for planar approximation of the
interface, and the criterion �arc tan�4aw /�min���max� for staying
within an experimentally verified zone of � independence
�−�max����max� are met. The experimental values of �max were
obtained by tilting the horizontal flat interface in Fig. 9�a� to other
interface angles �to the extent possible by the available arrange-
ments of the type indicated in Fig. 9�b��, which are �=0 deg, 5
deg, 10 deg, etc., to study the effect of � on signal D while

3Examples of other factors are as follows: photo detector’s area, type, and number
of optical filters in the system, opposite wall reflectivity, indices of refraction of the
doped liquid and vapor, reflectivity and diffusivity of nearby surfaces, time duration
of solution excitement by laser, ambient light �dark room, day, night, etc.�, location
and size of I and R fibers, etc. Also see “Other terms and definitions” in Sec. 5.2 for
variables such as ELD, T, etc.
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holding the mean value of film thickness d the same. The desired
� independence for D and Sf �L-V has been nearly achieved by a
combination of the following two approaches.

The first approach is to use optimal location �distance e in Fig.
2�, optimal �which is minimal� laser excitation current, and opti-
mal filter settings so as to reduce the reflected light component of
Sf �L-V by minimizing �Sf �L-V−Sf �No L-V�. That is, the first approach
is to operate the calibration experiment in the actual configuration
in Fig. 7�a� such that this configuration’s results are as close as
possible to the results obtained from the associated calibration
experiment in Fig. 7�b�. The second approach consists of using an
array of receiving fibers R �number �6� in the symmetrical ar-
rangement shown in Fig. 2. For �=0 deg, the illumination zone in
Fig. 3 is symmetric with respect to any line LL passing through
the center of the illuminating fiber in the plane of the probe �see
Fig. 2�. For two or three dimensional wave motions for which the
interface can be approximated as some locally inclined plane of
��0 deg, there exists some instantaneous line LL in the plane of
the probes, as shown in Fig. 2, with respect to which the collected
fluorescent light �directly or indirectly emanating from the pri-
mary and secondary illumination zones� has an antisymmetric dis-
tribution. The total signal collected from the symmetrical arrange-
ment of receiving fibers cancels signal increases over half of the
receiving fibers on one side of LL with signal decreases over the
remaining half of the receiving fibers on the other side of LL.

By combining the two approaches described above, suitable �
independence in the values of D has been experimentally verified
for −10 deg���+10 deg �see definition of � in Fig. 3�. The
resulting variations in D are within �5.0% and because of the
slope of the “D versus d” curve, these variations still lead to a
good resolution of the film thickness d ��0.09 mm for 0.5 mm
�d�1.5 mm and �0.18 mm for 1.5 mm�d�3.0 mm� over
the thickness range of interest.

6.3 Fixing System Settings and Hardware Response. Sev-
eral methods were used to ensure that variations in hardware con-
figuration were not significantly affecting the response of the sen-
sor. The fiber installations within the distal tip were carefully
done, as per our specifications, by professionals �Myriad Fiber
Imaging, Dudley, MA� who know the importance of care needed
in fiber installation. The rigidity of the installed distal tip itself in
the test section was also insured. Great care was taken in placing
filters over the fiber tips so as not to scratch or apply silicon over
the tips of the fibers. Standard sub miniature version A �SMA-
905� and straight tip �ST� connectors were used to attach the fibers
to the filter housings on the laser diode and photomultiplier tube.
Other methods through which the repeatability of the reported
results were insured include taking measurements shortly after the
laser diode has been turned on �after 30 s to allow the photomul-
tiplier tube to stabilize�, removing or covering all potential
sources of noise light in the room �indicator lights, monitor, etc.�,
levelling the calibration chamber, rinsing the calibration chamber
with undoped FC-72 between calibration tests, using a syringe to
meter out the volume of liquid for each test, using a mass balance
to mix the doped solution, and using commercially available ther-
moelectric coolers to hold the laser diode and photodiode at fixed
and repeatable temperatures. Additional details are given in Ref.
�35�.

6.4 Addressing Spatial Resolution Concerns. The optimal
offset distance e was 1.7 mm because of physical constraints on
filtering in the design, which prevented closer spacing between
illuminating and receiving fibers. It has since been discovered that
the use of this offset, considered with the fiber core diameters and
numerical aperture values of the fiber used, did not allow an in-
tersection between the acceptance angle of the receiving fibers
�defined by their numerical aperture� and the primary illumination
cone �defined by the numerical aperture of the illuminating fiber�
in Fig. 3. However, it has been verified that our eight-receiving
fiber probe assembly still allows weak transmission of light even

outside of this acceptance angle �see Fig. 10�. For establishing this
fact, a red laser at a constant offset distance of approximately 0.8
m from the receiving fiber tip was used and the laser beam was
tilted through 90 deg from pointing directly at a receiving fiber �0
deg in Fig. 10� to pointing perpendicular to the receiving fiber tip
�90 deg in Fig. 10�. A photomultiplier tube, shunt resistor, and a
personal computer �PC� oscilloscope were used to record the in-
tensity of the transmitted light. It may be seen from Fig. 10 that
the “tails” on the transmission spectrum extend well beyond the
acceptance angle defined by the numerical aperture of the receiv-
ing fiber �marked on Fig. 10�, into the region necessary for trans-
mission of light emanating directly from the primary illumination
cone �also marked on Fig. 10� defined by the numerical aperture
of the illuminating fiber. Although the transmissibility in this re-
gion is quite low �approximately two or more orders of magnitude
lower than the peak, where the laser light is shining directly on the
receiving fiber tip, it is nonetheless too large to be ignored. It must
therefore be concluded that a significant portion of the light en-
tering the receiving fibers, at least for experiments conducted with
this probe, came directly from the primary illumination cone with-
out reflection from the interface, as defined in condition �i� for the
definition of Sf �L-V in Sec. 5.2. There is thus a competition be-
tween attenuations due to reflection of fluorescent light and fluo-
rescence of reflected illumination light from the interface and the
attenuation of the fluorescent light coming directly from the pri-
mary illumination zone due to its wide angle of incidence on the
receiving fibers. We currently do not have a good estimate on the
ratio of reflected fluorescence to direct fluorescence. Whether or
not it is already good, the following proposed modifications and
experiments will improve it further and quantify it.

Additionally, the spatial resolution of the sensor for e
=1.7 mm may be impaired by the spread angle of the primary
illumination cone in Fig. 11. However, the planned modifications
�including hardware� depicted in Fig. 11 allow e	1.7 mm and,
therefore, the spatial resolution is expected to become nearly
equal to the area of the illuminated spot on the interface where it
passes over the primary illumination cone. Incidentally, a suitable
gradient refractive index �GRIN� lens on the tip of the illuminat-
ing fiber can make the illuminating cone quite cylindrical—this
may be desirable for adapting this method to a larger range of film
thicknesses. As may be seen in Fig. 11, even without a GRIN lens,
the spread angle of the primary illumination cone is quite small
�11.3 deg from normal� due to the low numerical aperture of the
illuminating fiber �0.22� and the relatively high index of refraction
of the doped liquid �1.251 at 25°C�.

Fig. 10 Variation in transmitted light through receiving fiber of
incident red laser light at angles from 0 deg to 90 deg from the
receiving fiber tip as measured with a photomultiplier tube
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7 Calibration Results, Errors, and Sensor’s
Resolutions

7.1 Calibration Results. One of the three curves shown in
Fig. 12�a� gives the principal D versus d calibration curve for a
film that should remain valid even for dynamic films under envi-
ronmental conditions similar to the one in Fig. 7�a�. The other
curves in Figs. 12�b�–12�d� demonstrate the attainment of the re-
quired one-to-one correspondence between “D versus Sf �L-V,”
“Sf �L-V versus Sf �No L-V,” and “Sf �No L-V versus d” relationships.
For cases with high NP /D, such as the one in Fig. 13, D versus
Sf �L-V fails to achieve one-to-one correspondence and the calibra-
tion principle is not satisfied. The reported results are from experi-
ments for the paired set of calibration described in Sec. 5.1 for
stationary horizontal films with interface angle of 0 deg. In fact
the linearity of Sf �No L-V versus d curves, as shown in Figs. 12�a�
and 12�d�, is theoretically expected. Although, in principle, this
straight line fit should pass through Sf �No L-V=0 when d=0; the
experimental results show an offset not only in Figs. 12�a� and
12�d�, but also in other experimental results �e.g., see figures
64–67 in Ref. �35��. This is, in all likelihood, due to some non-
linear behavior over 0 mm�d�0.5 mm that arises from the fact
that for very small d, for which e /d �e is offset in Fig. 3� is large,
the absorption of the interface and black surfaces in the calibration

Fig. 11 Scaled schematic of preliminary concept probe. Note
that the zones within the primary illumination cone from which
fluorescent light is able to enter one or more receiving fibers
directly within their acceptance cones „dark regions where the
primary illumination cone and receiving fiber acceptance
cone„s… intersect….

Fig. 12 „a… Errors E1 of the developed sensor for interface angle of ±10 deg; „b… correspondence of estimated error ET for
D and error for Sf	L-V; „c… correspondence of estimated errors between Sf	L-V and Sf	No L-V for this calibration; and „d… reso-
lutions of the developed sensor displayed on the Sf	No L-V versus film thickness curve
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chamber quenches all the fluorescent light. The nature of this part
of the curve is not experimentally understood but is schematically
estimated in Fig. 12�d� as a dashed curve O–O�.

The one-to-one correspondence obtained in Figs. 12�a�–12�d�
establish the functionality of the proposed calibration principle,
which allows use of this sensor without requiring NP�0 or D
�Sf �No L-V. All that is required is that the departure amounts of
NP�0 and D−Sf �No L-V�0 must be such that the one-to-one cor-
respondence of the types shown in Figs. 12�a�–12�d� be
achievable.

Once the in situ calibration curve of D versus d of the type
shown in Fig. 12�a� is available and it satisfies the one-to-one
correspondence principle of the type shown in Figs. 12�b�–12�d�,
one can use the calibration curve in Fig. 12�a� to convert experi-
mentally measured values of time-varying signal D—in an actual
sensor application involving a dynamic film �in a configuration
similar to the one described in Fig. 7�a��—to obtain the corre-
sponding time-varying values of film thickness d. The time-
varying values simply follow from associating the instantaneous
values of signal D with instantaneous thickness d—through the
type of D versus d curve shown in Fig. 12�a�.

7.2 Errors and Resolution. The developed sensor has errors
in the detected light D and these calibration errors need to be
related to the error or resolution in the measurement of film thick-
ness d. The errors are of types E1, E2, and E3 described below.

7.2.1 E1. E1 are errors associated with the fact that experimen-
tally detected light D does not achieve perfect � independence.

In real applications of the developed sensor, to find the film
thickness d, a calibrated Sf �No L-V versus d curve should ideally be
used instead of an experimentally obtained D versus d curve.
However, using the experimentally obtained D values alone is
practical because experimental measurements only give the D sig-
nals and any use of the underlying calibration curves must come
from separately performed calibration experiments. Errors E1 as-
sociated with the measurements in D are the variations in D due to
changes in �. A maximum error of E1= �5.0% times D were
achieved for the reported results �for �max=10 deg� and these are
shown as vertical bars in D versus d curve in Fig. 12�a�. The
reported errors E1 have been obtained from calibration experi-
ments performed for �=0 deg and various angles up to �max
=10 deg.

It is expected that when hardware changes to facilitate experi-
ments over −20 deg���20 deg becomes available, � indepen-
dence over a much larger range will be experimentally verified.
Even for waves with � in the larger range, the sensor’s resolution
can be further improved without sacrificing its range of applica-
bility as far as its ability to resolve instantaneous film thickness
are concerned. For example, if it is found that, for a larger �max,
E1 can only be contained within �7–9% of D, then the sensor’s
resolution �see definition in Eq. �4� below� can still be further

improved because increasing the number of symmetrically placed
receiving fibers in Fig. 2 improves resolution by increasing �D /�d
values �more 
D for same 
d� in Eq. �4� below.

It is important to note that the current calibration equipment
allows only the investigation of interface angles that are planar
over the entire area of the calibration chamber. This means that
the symmetrical placement of the receiving fibers would still yield
relative � independence in the current calibration configuration in
Fig. 9, even if the fluorescent light reflected from the interface
reduces the effective spatial resolution of the sensor to an aver-
aged film thickness value over an area between the area illumi-
nated by the primary illumination cone and the perimeter defined
by the inside edges of the receiving fiber cores. The planned new
probe design represented in Fig. 11 is expected to yield superior
performance by ensuring that the fluorescent light directly re-
ceived from the primary illumination cone significantly dominates
any reflected fluorescent light or light fluorescing in secondary
illumination cones, improving the spatial resolution such that the
sensing area is defined only by the volume of the primary illumi-
nation zone in Fig. 3, allowing larger amplitudes and shorter
wavelengths to be effectively resolved. Modified calibration ar-
rangements to test the probe’s response are under consideration
and would be implemented if and when the new probe design is
implemented. This new design would allow quantification of the
effects of further reducing the offset distance e such that light
from the primary illumination cone enters the receiving fibers
within the acceptance angle defined by their numerical aperture
�0.44 for the new probe design� and the index of refraction of the
doped FC-72 film.

7.2.2 E2. E2 are errors due to variations in concentration and
temperature of the doped solution from those at reference concen-
tration and reference temperature employed in obtaining the tem-
perature curves. This type of error can be minimized by picking
the most suitable reference concentration and reference
temperature.

If one expects a deviation in concentration or temperature, and
it is possible to in situ measure or otherwise know their values in
the measurement application, one may generate a series of cali-
bration curves at various temperatures and concentrations, which
cover the range of conditions actually experienced in the measure-
ment situation �see results reported in Ref. �35��.

7.2.3 E3. E3 are errors associated with imperfect variations in
fixed system settings �e.g., rigidity of optical connectors, quality
of temperature and current control of laser light source, resolu-
tions of various electronic instruments, etc.�. These errors have
been found, through repetition of experiments for the reported
data set, to be within �1.1% of D.

7.2.4 ET. Total error ET associated with the detected light D
from the developed sensor is computed from ET= �E1

2+E2
2

+E3
2�1/2. This definition of ET is valid as long as the underlying

assumptions of causal independence among E1, E2, and E3 and the
assumption of Gaussian distribution of each of the error compo-
nents �if sufficient and large number of experiments were per-
formed� are considered to be reasonable.

Due to variations in E1 with film thickness, each film thickness
value has, in general, different ET associated with its D. Over the
entire range of 0.5 mm�d�3 mm, ET is calculated to be within
�5.1% of D. ET for Sf �L-V and Sf �No L-V are similarly obtained
through the indicated use of associated error bars in Figs. 12�b�
and 12�c� �see lines a-b, a�-b�, and a�-b��. In any graph, the
horizontal error bar �e.g., line a�-b� in Fig. 12�b�� is obtained by
dividing the associated vertical error bar �line a-b� by the mean
local slope of the curve in the figure �i.e., D versus Sf �L-V curve’s
slope in Fig. 12�b��.

7.2.5 Sensor Resolution. The sensor’s resolution at any mea-
sured film thickness d is given by

Fig. 13 Appearance of a nonmonotonic D−Sf	L-V curve if NP is
not sufficiently small with respect to D. This test was done
under conditions of a higher LD excitation current. The filtering
is described in Ref. †35‡.
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d 
 �1/
�D

�d
� · ET �4�

where ET is the total error and �D /�d is the slope of the D versus
d calibration curve in Fig. 12�a�. The overall resolution 
do of the
sensor is defined to be the maximum of 
d values obtained, over
a range of d values, from Eq. �4�.

8 Capability Verification of the Calibrated Sensor
The developed sensor has been used in a proof-of-concept ex-

periment that has a time-varying film thickness at the measure-
ment location.

Under forced �0–2 Hz� horizontal oscillations of the container
�see Ref. �35� to note that the container forms a cylindrical hollow
space of 2 in. diameter and height of 1 in. �25.4 mm�� in Fig. 14,
local thickness measurements at an off-center location were per-
formed. The oscillations caused the initially horizontal liquid film
of 1.5 mm thickness to become dynamic, yielding a dynamic film
of time-varying thickness at the offset location �see, in Fig. 14,
suggested but simplified interface configurations at different
times�, where the film thickness is measured by the newly in-
vented sensor. Note that the thickness oscillations at any point is
not expected to be sinusoidal for two reasons as follows: �i� some-
what nonsinusoidal nature of the forced oscillations, and �ii�

sloshing, i.e., the long term nature of the waves being detected
result from a superposition of the forced waves and its continuous
reflections off the container’s walls.

The horizontal vibration ranging from 0 Hz to 2 Hz was applied
to the container by an Accel Shaker from Labworks, Inc., Costa
Mesa, CA. The film thickness measurements were found by sig-
nals D collected through the sensor. Under identical forcing con-
ditions, independent film thickness measurements were also ob-
tained by a direct mechanical measurement technique for the
wave’s amplitude. The wave’s principal frequency was assumed to
be the same as the shaker frequency. The separate and indepen-
dent mechanical measurements were obtained at the same off-
center location, where the I-tip �Fig. 2� of the sensor was in the
experiment employing the sensor. The maximum wave amplitude
was measured by placing a thin vertical needle directly above the
off-center measuring location and by measuring the distance be-
tween the initial �prior to shaking� and final wetted lengths. The
measurements yielded the amplitude of the oscillations whereas
the time period T �=1 / f� of oscillations was determined by the
shaker’s frequency of 1 Hz.

The frequency and amplitude of the film thickness, as obtained
by the newly invented sensor, are shown in Figs. 15�a� and 15�b�.
These measurements agree very well with independent measure-
ments �marked by x in Figs. 15�a� and 15�b�� of the time-varying
film thickness amplitude and period of oscillations. This estab-
lishes that the sensor is able to resolve both the amplitude and the
frequency of the dynamic film. More sophisticated comparison
experiments �not available at this time� are planned and they are
likely to show very good agreement at all intermediate times—
times between the crests and troughs—as well. The electronic and
other noises of frequency greater than 10 Hz were filtered out for
signal D, reported for dynamic films in Fig. 15�c� and reported for
static films in Fig. 15�d�. These filtered signals more accurately
represent the actual waves for this validation experiment.

9 Conclusions

• Development and calibration of a fluorescence and fiber-
optics based real-time film thickness sensor have been com-

Fig. 14 Dynamic liquid film measurement test that yields time-
varying thicknesses, where the static thickness „not shown… is
designated as d0: „a… with dynamic response d„t1…=d1<d0, and
„b… with dynamic response d„t2…=d2>d0

Fig. 15 „c… Signal D obtained for dynamic films at a fixed location in the calibration chamber in Fig. 14; „d… signal D
obtained for stationary films of the same mean thickness at the same measurement location as in Fig. 15„c…; „a… dynamic
film thicknesses measured from the calibrated signal in Fig. 15„c… and its comparisons with alternative measurements
„marked by x…; and „b… stationary film thicknesses measured from the calibrated signal in Fig. 15„d… and its comparisons
with alternative measurements „marked by x…
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pleted. The verified and developed measurement principle
and the calibration experiments are of more general value
and can be used for fabricating any other sensor on this
principle. Results for the sensor developed here show that
the detected light D and fluorescent light Sf �L-V increase with
increasing liquid film thickness over a measurable range of
0.5–3.0 mm.

• The calibration strategy presented here is able to extract
relevant information from experiments that show the pres-
ence of an unavoidable, nonzero amount of noise light NP.
This NP is mostly due to the presence of noise light in the
illuminating light and due to optical components’ autofluo-
rescence under excitation from the illuminating light. Signal
improvement tests, noise source analyses, and hardware
modifications have been implemented that ensure extraction,
from D, the relevant signal Sf �No L-V associated with fluores-
cent light under minimized presence of noise light NP, and
minimized sensitivity of Sf �L-V to the inclination angle � of
the liquid-vapor interface.

• Developed sensor reaches a near � independence for D and
NP by combining two approaches. The first approach is to
use optimal location of fiber mounting, optimal laser exci-
tation current, and optimal filter settings to reduce the re-
flected light component of Sf �L-V by minimizing �Sf �L-V
−Sf �No L-V�. The second approach is to use an array of six or
more receiving fibers in a symmetrical arrangement sur-
rounding an illuminating fiber.

• After taking into consideration issues related to repeatability
of experimental data, errors of �1.1% of D were found to
be a good estimate. The total error ET associated with mea-
surements of D can be minimized to within �5.1%. This
leads to a reasonable film thickness resolution of
�0.09 mm �over 0.5–1.5 mm� and �0.18 mm �over 1.5–
3.0 mm�.

• The developed sensor has also been used in a proof-of-
concept experiment that has a time-varying film thickness at
the measurement location. The frequency and amplitude
measurements of the film thickness obtained by the sensor
agree very well with independent measurements of ampli-
tude and frequency of the time-varying film thickness.

• An improved design for the next generation of this sensor
has been reported. The improved probe’s schematic is dem-
onstrated in Fig. 11.
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On the Mach Number Invariance
of Gas Jets Expanding Into Hot or
Cold Environments
Gas jet flows expanding into a space containing the same medium but at a significant
temperature difference are of concern in many fields of engineering. One such example is
the expansion of supersonic oxygen jets in the basic oxygen furnace (BOF) steelmaking
process. While studying the characteristics of such gas jets, an interesting invariance of
the local Mach number with the change in the surrounding temperature was found. The
velocity and temperature of the jet at any given location increased with the increasing
ambient temperature. However, the local Mach number remained the same for all ambi-
ent temperatures. This interesting result was further studied since there is no mention of
it in any published literature. The reasons for these characteristics of the jet are analyzed
in this paper. It is stressed that this finding is of practical importance and can be used in
experimental studies of submerged gas jets expanding into environments with different
ambient temperatures. �DOI: 10.1115/1.3222735�

1 Introduction and Aim of Work

The theory of submerged gas jets expanding in spaces contain-
ing the same medium is considered to be well developed. Numer-
ous theories and experimental studies on various characteristics of
expanding gas jets are available �1–16�, and the results are sum-
marized in the books by Abramovich �11� and Pai �12�. It is gen-
erally believed on the basis of the numerous studies available on
this subject �1–16� that all the characteristics of the submerged gas
jets are well understood. However, the authors found an interest-
ing behavior of submerged gas jets, which is the so-called local
Mach number invariance, while studying supersonic oxygen jets
expanding into high temperature surroundings in the basic oxygen
furnace �BOF� or Linz–Donawitz �LD� steelmaking process.
Since there is no mentioning of these characteristics in any pub-
lished literature to the best of the authors’ knowledge, a detailed
study was carried out numerically, and the results are presented in
this paper.

While studying the expansion of a supersonic oxygen jet of
Mach number 2.3 at the nozzle exit into its surroundings main-
tained at 300 K and 1000 K, the authors found out the Mach
number invariance with the ambient temperature, as shown in Fig.
1. It is easy to observe in this figure that the velocity and tempera-
ture profiles along the axis of the jet change significantly with the
change in ambient temperature, whereas the local Mach number
remains the same, i.e., displays a characteristic independent of the
ambient temperature. It seems that the temperature and the veloc-
ity profiles of the gas jet adjust themselves with the change in
ambient temperature to maintain its local Mach number at any
given location. Hence, the local Mach number profiles are gov-
erned only by the inlet conditions at the nozzle exit, and not by the
ambient conditions of the space the jet expands into. It is stressed
in this paper that this result has physical significance, and can be
used in experimental studies of gas jets. A detailed analysis was
carried out to understand this invariance better, and the results are
summarized here.

The physical reasoning for the Mach number invariance with
the change in ambient temperature is given in Sec. 2. Numerical

simulations were performed to validate the conclusions drawn
from some theoretical reasoning made in Sec. 2 using the com-
mercially available computational fluid dynamics software, FLU-

ENT 6.3. The results are presented in Sec. 3. In Sec. 4, the physical
significance of this result and the possible use of the Mach num-
ber invariance in practical applications are stated. Finally, Sec. 5
presents a detailed summary, some final remarks, and conclusions.

2 Theoretical Considerations of the Mach Number
Invariance

The authors considered it worthwhile to explore whether there
exists some theoretical basis, experimental evidence or references
for the observed Mach number invariance of expanding jet flows
�1–17�. To the best of the authors’ knowledge, there is no litera-
ture available on the influence of the ambient temperature on the
Mach number characteristics of expanding gas jets. There are
some analytical solutions available for the development of veloc-
ity and temperature profiles of submerged jets �11,12,17�. It was
not possible to analyze the Mach number invariance with these
solutions. One of the well known characteristics of submerged gas
jets is that the integral momentum of the jet remains constant
�9,17� at any cross section of the jet. This can be mathematically
expressed as

Momentum of the jet at any

cross section, 2��
0

�

��x,r�U�x,r�2rdr = const �1�

In Eq. �1�, � is the local density of the jet, U is the local velocity,
and x and r are the axial and radial coordinates, respectively. It is
well known that the pressure p can be assumed to be constant in
submerged gas jets �17�. Hence, from the ideal gas law, the den-
sity can be written as follows:

��x,r� =
p

RT�x,r�
=

A

T�x,r�
�2�

where A is a constant and given by A=p /R, where R is the gas
constant, and T is the local temperature in K. It is interesting to
note that any change in temperature will influence only the density
since the pressure remains a constant throughout the domain. By
substituting Eq. �2� in Eq. �1�, one can obtain the momentum
characteristics in terms of local Mach number M, as given below:
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2�B�
0

�

M�x,r�2rdr = const �3�

where B=A�R, and � is the ratio of specific heats. The local Mach
number M is defined as

M�x,r� =
U�x,r�

��RT�x,r�
�4�

From Eq. �3�, one can deduce that the integral Mach number at
every axial location, x, remains constant for all temperatures.
However, it is not possible to claim from Eq. �3� that the local
Mach number at every axial and radial location also remains in-
variant with the ambient temperature. Hence, further analysis was
necessary to establish this special property of submerged gas jets.

Since the submerged jet falls into the category of free shear
layer flows, the axial gradients of the flow quantities are, in gen-
eral, much smaller than their radial counterparts. Hence, it is pos-
sible to use the boundary layer form of the governing equations to
analyze the flow theoretically �10,17�. It was felt that one could
explore theoretically the fundamental reasons for the Mach num-
ber invariance with the change in ambient temperature with such
simplified equations. Further, the viscous dissipation terms were
also neglected in the energy equation for the theoretical analysis.

The equations in cylindrical coordinates in boundary layer form
are as follows:

Continuity equation
���Ux�

�x
+

1

r

��r�Ur�
�r

= 0 �5�

Axial momentum equation
���UxUx�

�x
+

1

r

���rUxUr�
�r

=
1

r

�

�r
�r�eff

�Ux

�r
� �6�

Energy equation
���UxCpT�

�x
+

1

r

��r�UrCpT�
�r

=
1

r

�

�r
�r�eff

�T

�r
�

�7�

where x and r are the axial and radial coordinates, respectively, Ux
and Ur are the axial and radial velocity components, respectively,
and T is the local temperature of the jet. �eff and �eff are the local
effective viscosity and thermal conductivity, respectively, and
these are defined as

�eff = � + �t and �eff = � + �t �8�

where � and �t are the local dynamic viscosity and eddy viscos-
ity, respectively. Similarly, � and �t represent the local and eddy
thermal conductivities of the flow, respectively. The turbulent vis-
cosity and thermal conductivity are related through the turbulent
Prandtl number Prt

Prt =
�tCp

�t
�9�

In turbulent round jets, the turbulent viscosity �t can be modeled
as constant �17� within the shear layer. It is generally assumed that
the turbulent Prandtl number is close to unity. For a perfect gas,
the variation of specific heat capacity Cp with the temperature is
negligible. Therefore, from Eq. �9�, one can deduce easily that the
eddy thermal conductivity can be approximated to be a constant
within the shear layer. Thus, Eqs. �6� and �7� can be rewritten as

���UxUx�
�x

+
1

r

���rUxUr�
�r

= �eff
1

r

�

�r
�r

�Ux

�r
� �10�

���UxT�
�x

+
1

r

��r�UrT�
�r

=
�eff

Cp

1

r

�

�x
�r

�T

�r
� �11�

By substituting Eq. �2�, Eqs. �10� and �11� can be rewritten as
follows:

��A

T
UxUx�
�x

+
1

r

��A

T
rUxUr�
�r

= �eff
1

r

�

�r
�r

�Ux

�r
� �12�

��AUx�
�x

+
1

r

��rAUr�
�r

=
�eff

Cp

1

r

�

�x
�r

�T

�r
� �13�

By substituting Eq. �4�, Eqs. �12� and �13� become

B	 ��MxMx�
�x

+
1

r

��rMxMr�
�r


 = �eff
1

r

�

�r
�r

�Ux

�r
� �14�

Fig. 1 Mach number invariance of a supersonic oxygen jet ex-
panding into environments of 300 K and 1000 K: „a… axial veloc-
ity along the axis of the jet „b… temperature along the axis of the
jet, and „c… local Mach number along the axis
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A	 ��Ux�
�x

+
1

r

��rUr�
�r


 =
�eff

Cp

1

r

�

�x
�r

�T

�r
� �15�

Since the effective Prandtl number, as defined in Eq. �9�, is close
to unity, the values of the coefficients on the right-hand sides of
Eqs. �14� and �15� are identical, i.e., the diffusive transports of the
momentum and thermal energy in the turbulent shear layer of the
jet are similar. It is also interesting to note in Eq. �15� that the
temperature is dropped from the left-hand side of the energy equa-
tion, i.e., the convective transport of enthalpy is zero. Any change
in temperature is balanced by an equivalent change in density.
Hence, the net influence of the convective heat fluxes in the en-
ergy equation at any location can be neglected completely. Fur-
ther, as observed in Eq. �14�, the convective terms of the momen-
tum equation can be written in terms of the local Mach number.

The above mentioned arguments can be summarized as follows.
�a� It is clear that there is a unique balance between the diffusive
transport of heat and momentum in the shear layer. Further, the
net influence of convective transport of thermal energy is zero. �b�
From the classical theory of submerged jets, it can be stated that
the integral Mach number at every cross section remains constant,
as shown in Eq. �3�. �c� All the above findings point toward a
possibility of the local Mach number to be invariant of the sur-
rounding temperature. �d� However, the above stated arguments
cannot be considered to be a conclusive proof. Therefore, it was
decided to carry out more numerical simulations to analyze this
invariance thoroughly.

3 Numerical Investigations
Since the purpose of numerical simulations was to establish the

invariance of the local Mach number of the jet with the surround-
ing temperature, the simulations were done for subsonic jets only.
The commercial computational fluid dynamics software, FLUENT

6.3, was used to carry out the simulations.

3.1 Geometry and Boundary Conditions. The geometry and
boundary conditions used in the simulations are shown schemati-
cally in Fig. 2. The jet was assumed to be axisymmetric, and the
dimensions of the entire flow geometry were chosen to be 50D
and 16D in the axial and radial directions, respectively, where D is
the diameter of the nozzle. Two nozzle diameters were studied, as
shown in Table 1. Air was chosen as the working fluid. The varia-
tions of the thermodynamic fluid properties with temperature were
taken completely into account. The ideal gas law was used to
calculate the local density of the gas. The pressure in the domain
was chosen to be that of the standard atmosphere. The standard
k−� turbulence model was used in the simulations to close the
system of equations for turbulent flows. All calculations were car-

Table 1 Boundary conditions used in the simulations

Nozzle inlet conditions for subsonic flow simulations

Gas velocity 125 m/s
Stagnation temperature 300 K
Density 1.177 kg /m3

Speed of sound 347.2 m/s
Inlet Mach number 0.36
Nozzle diameter 0.03 and 0.06 m
Inlet turbulent intensity 10%
Medium used in simulations Air

Ambient conditions
Ambient temperatures
studied 300, 400, 500, 600, 700, 800, and 1000 K
Ambient pressure Standard atmosphere �101.325 kPa�

Fig. 2 Schematic representation of the geometry and the
boundary conditions

Fig. 3 Mach number invariance of a subsonic jet expanding
into environments of different temperatures: „a… axial velocity
along the axis of the jet, „b… temperature along the axis of the
jet, and „c… local Mach number along the axis of the jet
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ried out with the second-order discretization scheme, and the PISO

algorithm was employed for pressure-velocity coupling.
The boundary conditions applied in the numerical simulations

are summarized in Table 1. The nozzle exit Mach number was
fixed to be 0.36. The ambient temperature was varied over a wide
range to study its influence on the jet characteristics. A grid inde-
pendence study was carried out, and the velocity and temperature
profiles at different axial locations obtained with different grid
levels were compared. Based on these studies, the final grid cho-
sen had 350 cells and 160 cells in the axial and radial directions,
respectively. The solutions were considered converged after the
residuals dropped several orders of magnitude, i.e., when the re-
siduals reached a value close to 10−6.

3.2 Results and Discussion. The high intensity turbulent in-
teractions between the jet and its surroundings result in transports
of momentum and thermal energy, and hence, the jet influences a
wider cross section of the surroundings as it travels in the axial
direction. The exchange of momentum between the jet and its
surroundings leads to a decrease in the jet velocity, and a gradual
increase in the net mass flow rate of the jet in the axial direction.
One can easily comprehend that as the temperature of the sur-
rounding increases, the density of the ambient fluid decreases, and
hence, the mass entrained by the jet from the surroundings is also
decreased. This leads to a reduced exchange of jet momentum
with the environment. Therefore, it is expected that the velocity at
all locations in the jet will increase when the ambient temperature
is raised. This can be clearly observed in Fig. 3�a�, where the axial

velocity along the axis of the jet is shown for various ambient
temperatures. From this figure, it is evident that the jet retains
higher velocities while expanding in hotter environments.

It is obvious that the temperature along the axis of the jet will
increase as it travels through the hot environment, as shown in
Fig. 3�b�. The heat transfer from the surroundings to the jet is
enhanced by the presence of intense turbulence mixing in the
shear layer. This helps the jet to approach the temperature of the
surroundings as it moves in the axial direction. However, it is
interesting to note that there exists a near-perfect balance in the
development of the velocity and temperature profiles so as to re-
tain the local Mach number profile constant, irrespective of the
temperature of the surroundings, as shown in Fig. 3�c�. As stated
before, there is no mentioning of this feature of the submerged gas
jet in the published literature, to the best of our knowledge. From
the classical theory of submerged jets, it is only possible to state
that the integral Mach number at every cross section remains con-
stant, with change in the surrounding temperature, as explained in
Sec. 2. However, it is evident that the local Mach number also
remains invariant with the change in the surrounding temperature,
as described here. Furthermore, it is worth notingthe deviations in
the local Mach number profiles at small dimensionless axial dis-
tance values as shown in Fig. 3�c�. A detailed error analysis is
presented to explain this, later in this paper.

Figures 4–6 present the local axial velocity, temperature, and
Mach number profiles, respectively, as a function of the dimen-
sionless radial coordinate at various nondimensional axial loca-

Fig. 4 Comparison of axial velocity profiles of the subsonic jet expanding into surroundings of different temperatures at
x /D: „a… 10, „b… 20, „c… 30, and „d… 45
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tions and surrounding temperatures. As observed in Fig. 4, the
axial velocity increases with the increasing ambient temperature
due to the reduced mass entrainment into the jet. Further, the
temperature profiles in the radial direction are also significantly
influenced by the ambient temperature, as shown in Fig. 5. How-
ever, as shown in Fig. 6, the local Mach number profiles remain
nearly insensitive to the change in the ambient temperature, and
converge to a single Mach number profile. These results point
toward the balance between the transports of momentum and heat
between the surroundings and the jet to ensure the Mach number
invariance with the ambient temperature, as described earlier in
Sec. 2. As shown in Eqs. �1� and �3�, it is possible to state that the
integral momentum of the jet remains constant at all cross sec-
tions. However, in the present analysis, it has been shown that the
local momentum also remains constant for different surrounding
temperatures.

3.3 Further Analysis of Mach Number Profiles. As dis-
cussed in Sec. 3.2, it is evident that an invariance of the Mach
number, with respect to the ambient temperature, exists. However,
the computed local Mach number profiles do not match perfectly,
as shown in Figs. 3�c� and 6, whereas the local Mach number
profiles obtained for the supersonic jet, as shown in Fig. 1�c�, are
identical for different ambient temperatures. Hence, it is necessary
to estimate the deviations observed in the Mach number profiles,
and also to find the exact reasons for this behavior. In Fig. 7, the
deviations in the local Mach number profiles along the axis of the
subsonic jet, in comparison with the average profile calculated

over the ambient temperature range considered in this study, are
shown for various ambient temperatures. Further, the mean Mach
number profile is also plotted in this figure for reference.

As observed in Fig. 7, the maximum deviations occur near the
end of the potential core region, i.e., the region where the velocity
at the axis of the jet starts decreasing from the value at the exit of
the nozzle. It is evident from Fig. 3�a� that the length of the
potential core of the jet changes with the ambient temperature. As
the ambient temperature increases, the length of the potential core
also increases due to the decrease in momentum transfer from the
jet to the surroundings because of less entrainment of ambient
mass into the jet. As stated earlier, for the local Mach number
profiles to be invariant with the surrounding temperature, the heat
and momentum transfer have to be in balance. It is argued that in
the downstream parts of the jet, this balance is achieved through
strong turbulent mixing. To substantiate this argument, it is re-
quired to analyze the structure of a submerged gas jet, as shown
schematically in Fig. 8.

As soon as the jet leaves the nozzle into the surroundings, a
high intensity turbulent shear layer engulfs the core of the jet
through which the momentum and heat transfer occur between the
jet and its surroundings. Because of this intense momentum trans-
fer, the velocity of the jet along the axis decreases quickly in the
downstream direction. Downstream of the potential core region,
the high intensity turbulent region occupies the whole of the cross
section of the jet. The potential core region is the least turbulent
region of the whole jet. It is well known that the transport of

Fig. 5 Comparison of temperature profiles of the subsonic jet expanding into surroundings of different temperatures at
x /D: „a… 10, „b… 20, „c… 30, and „d… 45
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momentum and heat are almost similar in the turbulent region of
the jet because of the turbulent Prandtl number being close to
unity. However, the potential core of the jet is less turbulent, and
therefore, the molecular transport properties of momentum and
heat also determine the rate of transport in this region. This can be
seen clearly in Fig. 9, where the effective viscosity profiles of the
jet expanding into various ambient temperatures are shown at dif-
ferent axial locations. As observed in this figure, the effective
viscosity in the potential core region, i.e., at x /D=10, is much
smaller near the axis of the jet than in the turbulent shear layer

region. However, farther downstream the jet becomes fully turbu-
lent, and the peak of the effective viscosity profiles shifts toward
the axis. The effective thermal conductivity profiles display a
similar behavior, and they are omitted here for brevity.

Fig. 6 Comparison of Mach number profiles of the jet expanding into surroundings of different temperatures at x /D: „a… 10,
„b… 20, „c… 30, and „d… 45

Fig. 7 Deviation of Mach number profiles from the mean along
the axis of the subsonic jet for different ambient temperatures

Fig. 8 Schematic representation of the structure of a sub-
merged gas jet
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The low turbulence intensity in the potential core region results
in a difference in the transports of momentum and heat in this
region, and hence, the jet expanding into the hotter environment
retains more momentum, as seen in Fig. 3�a�. As the jet becomes
fully turbulent, the heat and momentum transports become bal-
anced, and the local Mach number profiles become increasingly
identical, as seen in Fig. 7. When the flow becomes fully turbulent
earlier such as for the supersonic jet shown in Fig. 1, the balance
between heat and momentum transports occurs earlier, and the
local Mach number profiles converge faster to a single profile.

4 Implications of the Mach Number Invariance
In the LD-steelmaking process, cold supersonic oxygen jets are

expanded into surroundings at temperatures above 1500 K. On the
contrary, in aerospace and defense applications, high temperature
gas jets expand into environments that are at a relatively low
temperature. There are other applications as well, where the Mach
number invariance stated above can be of practical importance.
The analysis in Secs. 2 and 3 showed conclusively that the local
Mach number is independent of the ambient temperature down-
stream of the potential core region where the jet is fully turbulent.
If experiments were to be carried out to study the characteristics
of jets expanding into environments of different temperatures, up
to now, it would have been considered necessary to measure both
the velocity and temperature profiles accurately at different loca-
tions. When the Mach number invariance is taken into account,
the number of experiments can be reduced significantly. By mea-
suring the temperature profiles at other surrounding temperatures,
one can obtain all the characteristics of the jet by employing the

local Mach number invariance. The experimenter benefits in two
ways: Tedious velocity measurements at high temperature condi-
tions are avoided, and the number of experiments is also reduced.
Further, the stated Mach number invariance is also of academic
value as it reveals an important, and so far, an apparently un-
known characteristic of the jet.

5 Summary and Conclusions
Submerged gas jets are in widespread use in many fields of

engineering, and it is, in general, believed that they are understood
thoroughly. However, based on the analytical and numerical
analysis, a unique ambient temperature independence of the local
Mach number profiles was identified. The following major con-
clusions can be drawn from this study.

1. When a gas jet expands through a gaseous medium at dif-
ferent temperatures, the velocity at any location of the jet
increases with the increasing ambient temperature, due to
the reduced mass entrainment from the surroundings be-
cause of the lower ambient density. Similarly, the tempera-
tures in the jet also increase when the ambient temperature is
raised.

2. The local Mach number at any location of the jet remains
independent of the ambient temperature.

3. Small deviations of the local Mach number profiles were
observed near the potential core region, which is less turbu-
lent. These deviations were less pronounced for supersonic
jets.

Fig. 9 Comparison of effective viscosity profiles of the jet expanding into surroundings of different temperatures at x /D:
„a… 10, „b… 20, „c… 30, and „d… 45
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4. The observed Mach number invariance is of practical impor-
tance, and can be used in experimental studies of jets ex-
panding into different ambient temperatures.

Nomenclature
Cp � specific heat at constant pressure �J /kg K�
M � local Mach number
p � local static pressure �Pa�

Prt � turbulent Prandtl number
R � gas constant
r � radial coordinate �m�
T � local temperature �K�

Ur � radial velocity component �m/s�
Ux � axial velocity component �m/s�

x � axial coordinate �m�

Greek Symbols
� � local density �kg /m3�
� � ratio of specific heats
� � local molecular thermal conductivity �W /m K�

�eff � local effective thermal conductivity �W /m K�
�t � local turbulent thermal conductivity �W /m K�
� � local molecular dynamic viscosity �Pa s�

�eff � local effective viscosity �Pa s�
�t � local turbulent viscosity �Pa s�
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Flow Visualization and Local
Measurement of Forced
Convection Heat Transfer in a
Microtube
The pressure drop and the convective heat transfer characteristics of ethanol and water
in a circular tube with a diameter of 600 �m with and without phase change have been
studied experimentally. The test section consists of a glass tube coated with a transparent
indium tin oxide heater film. For single-phase liquid flow (including superheated liquid)
it was found that the measured Nusselt numbers and friction factors are in good agree-
ment with the theoretical values expected from Poiseuille flow. Subsequently, the boiling
heat transfer of ethanol was studied. It was found that boiling with bubble growth in both
upstream and downstream directions leaving behind a thin evaporating liquid film on the
tube wall is the dominant phase change process. Wavy patterns on the film surface
indicate shear forces between vapor and liquid phase during slug flow. Temporary dryout
phenomena occur even at a low mean vapor quality due to film rupture as a result of film
instabilities. Local Nusselt numbers are calculated for the two-phase flow at different
heat fluxes and Reynolds numbers. Compared with single-phase flow the heat transfer is
enhanced by a factor of 3–8. �DOI: 10.1115/1.4000046�

1 Introduction

Heat and mass transfer in microchannels have been in the focus
of intense research activities in the past decade due to their rel-
evance in fields such as electronic equipment cooling and lab-on-
a-chip technology. With regard to electronics, the heat flux density
in microelectronic circuits has been constantly increasing, de-
manding more efficient cooling technologies. In this context, boil-
ing heat transfer in microchannels or microtubes has been identi-
fied as a method for removing high heat fluxes.

Despite the amount of research work in this area, still numerous
unexplained phenomena exist and conflicting results have been
reported by different researchers around the globe. For example,
the Nusselt numbers for single-phase flow were found to vary
from values less than the corresponding value for the Poiseuille
flow �1� to values three times higher than that. The friction factors
for microchannels and tubes have also shown scattering results,
and many researchers attributed the effects to the surface condi-
tions of the channels. A good summary of the topic can readily be
found in the papers by Sobhan and Garimella �2�, Palm �3�, and
more recently Morini �4�. The scatter of the experimental results
may be, in part, due to difficulties associated with the experimen-
tal setup and the quantifications of uncertainty levels, the tempera-
ture measurements, in particular. Due to the size of the tubes
considered, direct temperature measurements on the inner wall
and in the liquid were not possible; they were normally derived
from the measurements of the outer wall temperature. Lelea et al.
�5� and Celata et al. �6� are among the few who have shown

results that are close to the predictions of the classical theory.
Their experiments were conducted in a vacuum chamber to mini-
mize heat losses.

For experiments involving phase change, one of the prime in-
terests has been on the visualization of the bubble formation pro-
cess. In many of the experiments previously conducted, nucleate
boiling, plug flow, slug flow, and annular flow were identified as
common flow patterns for microchannels and microtubes �7,8�. In
contrast to macrosize tubes, in microtubes these flow patterns
typically alternate with one another even at constant heat and
mass fluxes. Besides these, unique microchannel flow patterns
have also been described. Hetsroni et al. �9� found a rapid bubble
growth phenomenon and called it explosive evaporation due to the
short timescales observed. Zhang et al. �10� postulated different
boiling mechanisms depending on the channel size. For channels
larger than 100 �m in diameter, they expect nucleate boiling to
be the major heat transfer process. In channels smaller than
50 �m, they identified explosive boiling without bubble nucle-
ation as being dominant. Hardt et al. �11� observed explosive boil-
ing processes with subsequent film evaporation in channels with
dh=50 �m and assumed bubble nucleation to trigger this process.
In the present investigation, an indium tin oxide �ITO� coated
microglass tube has been used for heat and mass transfer studies.
The arrangement can effectively generate a uniform heat flux
along the outer surface of the tube without providing optical ob-
struction to the test section. By employing a high speed camera,
the phase change at high heat fluxes could be visualized clearly.

2 Experimental Arrangement and Procedure
Figure 1 shows a schematic view of the experimental setup

used in the present investigation. Distilled and degassed water and
degassed ethanol are used as the working fluids for the convective
heat transfer experiments. The working fluid is delivered to the
test section via a HPLC Pump �GL Sciences, PU 714�. The flow
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rate is accurate to within + /−1%. Experiments have been carried
out in an inlet Reynolds number range of 25–202.

The fluid temperatures before and after the glass tube �Tin and
Tout� are measured by 0.5 mm diameter K-type thermocouples in
the inlet and outlet reservoir. The volume of the reservoirs is
3.5 cm3 each. K-type thermocouples with a diameter of 25 �m
are used for the measurement of the temperatures along the tube
�T0−T6�. These thermocouples are glued by silicone adhesive
with a thermal conductivity of 1.53 W/m K to the outer wall of the
tube. All thermocouples are calibrated for the experimental tem-
perature range and have an accuracy of + /−0.1 K.

Pressure measurements are performed by a Sokken Pz-77 pres-
sure transducer with an accuracy of + /−98.1 Pa. The flow visu-
alization is conducted via a high speed camera �VISION RESEARCH

PHANTOM V5.0� operated at a frame rate of up to 8100 per second
with an interrogation area of 1024�1024 pixels. The glass tube
test section is a 600 �m internal diameter tube �outer diameter
1000 �m� with a rather smooth inner surface; only shallow cavi-
ties with a diameter of 2–5 �m could be identified. The outer
surface of the glass tube is coated with a 2 �m ITO/Ag film in
such a way that Joule heating can be applied uniformly along the
coated surface, which remains transparent. The uniformity of the
electric resistance of the ITO film is within + /−5%. Silver paste
with a specific electric resistance of 5�10−5 � cm is used to
connect the copper wires to the ITO film to supply electric cur-
rent.

It became evident that the ITO film is sensitive to oxidation.
Figure 2 shows the electric resistance over time for the unpro-
tected ITO film in the presence of air. Without heating the electric

resistance monotonously increases; but if the film is exposed to
external heating or Joule heating is applied, it decreases. There-
fore, we protected the ITO film from the environmental oxygen by
a 0.42 �m Parylene-F coating to avoid oxidation. A constant heat
flux is created along the outer surface of the tube by applying a
constant voltage between the two wires connected to the test sec-
tion. The heating is stable to within + /−2% over a period of 6 h.
The total length of the glass tube is 200 mm, of which a section of
110 mm is heated. The entry section in front of the heated section
is 85 mm long to ensure hydrodynamically developed flow.

The experiments were conducted as follows. The working fluid
is fed to the test section at room temperature �T=23°C�. The flow
rate of the working fluid and the heating voltage were adjusted to
the desired values. To ensure quasisteady-state conditions, the
measurement data were taken after a waiting time of 20 min.
Temperature and pressure data were recorded every 464 ms. The
recorded data of 40 measurement cycles were averaged for calcu-
lating the Nusselt number and friction factor.

3 Data Reduction and Uncertainties

3.1 Estimation of Heat Losses. In the present study the test
section is not surrounded by a vacuum chamber to allow for flow
visualization by a high speed camera. As a consequence special
efforts need to be made to account for heat losses. Preliminary
experiments with an empty test section were conducted to esti-
mate heat losses due to free convection, conduction, and radiation.
The heat transfer coefficient of the heat losses is defined as

hloss =
q̇loss

Twall,out − Tamb
�1�

Due to the fact that no working fluid is employed in this case,
the Joule heat is transferred to the ambience

q̇loss = q̇heat =
VI

�doutlheat
�2�

where V and I are the voltage and the current measured at the
copper wires connected to the tube, dout is the outer diameter of
the tube, and lheat is the heated length. The experimentally esti-
mated hloss has been compared with calculations following the
Nusselt number correlations for natural convection at the wall of a
horizontal cylinder �12�. Depending on the tube temperature, the
experimentally derived hloss is up to 40% higher than the theoret-
ical value for convection only. Additional heat losses due to ra-
diation and conduction �axial along the tube and via the thermo-
couple and heater wires� are the likely reasons for this
discrepancy. Nevertheless, it was found that the heat losses are
less than 10% of the total heat input for all experiments with
working fluid.

A second order polynomial is used to provide a continuous
relationship for qloss depending on Twall,out−Tamb

q̇loss = �Twall,out − Tamb�2c1 + �Twall,out − Tamb�c2 + c3 �3�

c1, c2, and c3 are the coefficients that fit the experimental data best
in a least-squares sense.

3.2 Calculation of Local Heat Transfer Performance. The
local heat transfer performance for single-phase and two-phase
flow between the inner wall of the tube and the working fluid is
expressed by the dimensionless Nusselt number. The local Nusselt
number is calculated for all thermocouple positions at the heated
length of the tube

Nuloc =
hlocdin

�liquid
�4�

The thermal conductivity of the pure liquid �liquid and the inner
diameter of the tube have been used for calculating Nuloc both for
single-phase and two-phase flows.

The local heat transfer coefficient is given as

Fig. 1 Schematic view of the experimental setup

Fig. 2 Change of electric resistance of an unprotected ITO film
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hloc =
q̇loc

Twall,in − Tbulk
�5�

When pumping a working fluid through the tube, a part of the
heat is transferred to the working fluid and another part to the
ambience. The heat transferred to the working fluid is calculated
as follows:

q̇loc = q̇heat − q̇loss �6�

q̇loc =
VI

�dinlheat
− q̇loss �7�

q̇loss is calculated depending on the measured temperatures using
Eq. �3�. Due to the constant electric resistance of the ITO film
along the tube, q̇heat is constant over the total heated area. The heat
loss q̇loss is a function of the temperature difference Twall,out
−Tamb, which changes along the heated tube because of the heat
transferred to the working fluid. Therefore, q̇loss and q̇loc are func-
tions of the axial distance x.

The temperature at the inner wall of the tube at each thermo-
couple position is computed using the one-dimensional heat con-
duction equation in cylindrical coordinates

Twall,in = Twall,out −
q̇locdin

2�tube
ln

dout

din
�8�

The axial conduction number introduced by Maranzana et al. �13�
has been calculated to find out whether the assumption of purely
radial heat transfer is reasonable

Ma =
Q̇cond,axial

Q̇conv,axial

=

�tube

lheat
Acond

Ṁcp

�9�

According to Maranzana axial conduction can be neglected if the
conduction number Ma is lower than 10−2. Depending on the flow
rate, we found values ranging between 4.0�10−6 and 4.8�10−5.

The average fluid temperature, referred to as bulk temperature,
is calculated for each thermocouple position by taking the energy
balance

Tbulk = Tin +
1

x�0

xth

q̇locdx
�dinxth

Ṁcp

�10�

where xth is the axial distance of the thermocouple measured from
the starting point of the heated length. For the evaluation of the
integral, the heated length of the tube has been discretized by 110
cylindrical elements with an increment of 1 mm. For experiments
where boiling has been observed, the maximum bulk temperature
is specified as the saturation temperature of the liquid. The satu-
ration pressure inside the tube is calculated by linear interpolation
between the pressure in the inlet reservoir and the ambient
pressure.

The heat transferred from each cylindrical element to the work-
ing fluid is then calculated in the same way as the local heat flux
�Eq. �7��. The heat losses from the elements are estimated by
using Eq. �3�.

The mean outside wall temperature of the elements is interpo-
lated by a third order polynomial. The coefficients of the polyno-
mial are found by fitting the polynomial to the temperatures mea-
sured by the microthermocouples at the outside wall of the tube.

The local vapor quality for each measurement point is calcu-
lated by the energy balance

� =
1

x�0

xth

q̇locdx
�dinxth

Ṁ�hlv

−
cp�Tsat − Tin�

�hlv
�11�

The temperature dependent fluid properties, such as viscosity,
density, thermal conductivity, and specific heat, are calculated by
polynomials provided in Ref. �12�. Due to a lack of physical prop-

erties for superheated liquid ethanol, data for higher pressure at
the same temperature have been used. The database has been ex-
trapolated to obtain liquid properties at temperatures higher than
100°C.

The equivalent wall heat flux due to heating of the liquid by
viscous dissipation has been calculated to be less than 40 W /m2,
which is in all cases less than 1% of the Joule heating and, thus,
has been neglected.

The standard deviation of the Nusselt number due to the mea-
surement uncertainties is calculated following the Gaussian error
propagation formula to be less than �Nu /Nu= �20% for all test
runs.

4 Results and Discussion

4.1 Single-Phase Flow. The pressure drop for water and eth-
anol was measured at room temperature �Tliquid=23°C�. The de-
rived friction factor is well in agreement with the theory for lami-
nar flow �friction factor=64 /Re� for both liquids �Fig. 3�. The
secondary pressure losses due to hydrodynamically developing
flow and the tube inlet/exit losses have been estimated and were
found to be marginal �see the Appendix�.

Figure 4 shows the typical temperature distribution for a single-
phase flow heat transfer test run. The wall temperatures and the
bulk temperatures are almost on parallel lines, indicating that the
heat flux generated is uniformly distributed along the surface, and
heat losses are marginal.

Figure 5 shows the local Nusselt numbers for two Reynolds
numbers and six different heat fluxes. They converge toward the
classical value for constant heat flux and Poiseuille flow �Nu
=4.36� at about 80% of the heated tube length. Higher Nusselt
numbers at the entrance to the heated section are a consequence of

Fig. 3 Friction factor compared with theory for laminar flow

Fig. 4 Outer wall, inner wall, and bulk temperature
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thermal entrance effects. Grigull and Tratz �14� investigated the
thermal entrance problem for laminar flow with constant heat flux
numerically and evaluated the Nusselt number as a function of the
dimensionless axial distance �x / �d Re Pr��. In Fig. 6 the data of
multiple test runs using water and ethanol are compared with the
correlation of Grigull and Tratz. The liquid ethanol could be sig-
nificantly superheated without observing phase change inside the
tube. Using Eq. �10� a maximum liquid bulk superheat of about 40
K at the end of the heated length of the tube has been calculated.
The data referring to superheated ethanol represent the local mea-
sured Nusselt numbers for liquid ethanol at temperatures above
saturation. If the experimental uncertainties are accounted for, the
present measurements for subcooled and superheated liquids
agree with the classical theory. The measured Nusselt numbers for
superheated ethanol seem to be slightly higher than predicted by
the correlation. This may be a consequence of the extrapolation of
physical properties described in Sec. 3.

A large number of investigations regarding single-phase flow in
microtubes have been executed. Some authors found that the fric-
tion factor and the Nusselt number agree with the conventional
predictions for macrosize tubes. Lelea et al. �5� found good agree-
ment with the conventional results for tubes, including the en-
trance region, testing 0.1 mm, 0.3 mm, and 0.5 mm inner diameter
microtubes. Celata et al. �6� presented results of the heat transfer
in tubes with diameters ranging from 528 �m down to 120 �m.
For the largest tube a good agreement of the global Nusselt num-
ber with the theory accounting for thermally developing flow has
been found. For the smaller tubes, lower Nusselt numbers were
measured. The authors assume that heat losses by peripheral con-
duction away from the test section are the reason for the devia-

tions. In many other cases researchers found that the experimental
data for the friction factor and the Nusselt number disagree with
the predictions for macrosize channels. In the reviews of Morini
�4�, Sobhan and Garimella �2�, and Palm �3�, the experimental
data of numerous studies are summarized. For laminar single-
phase flow, the reported friction factors and Nusselt numbers lie
both above and below the predictions of the classical theory. Sug-
gested reasons for these deviations are rarefaction, viscous dissi-
pation, electroosmosis, property variation effects, and channel sur-
face conditions. Our results imply that momentum and heat
transfer during single-phase flow in 600 �m diameter microtubes
are well described by the standard correlations. Nusselt numbers
for superheated liquid flow in a microtube are, to our knowledge,
reported for the first time.

4.1.1 Boiling. Boiling experiments have been conducted with
ethanol as a working fluid. Alternating flow patterns with a de-
fined temporal sequence have been observed. Photographic im-
ages of the evaporation process are displayed in Figs. 7 and 8.
Both sequences were taken at a mass flux density of 158 kg /m2 s
and a heat flux of 66,000 W /m2 between the fourth and the fifth
thermocouple in the heated area with a frame rate of 1000 frames
per second. In Fig. 7 a typical evaporation cycle starting with a
bubble nucleation event in the camera’s field of view is shown as
follows.

• t=0 ms: two vapor bubbles have detached from the heated
wall and are transported with the liquid.

• t=3 ms: the bubbles grow. Since the diameter of the right
bubble equals the channel diameter, it grows faster than be-
fore.

• t=7 ms: the left bubble has reached the channel diameter
and expands in the streamwise direction. Liquid is pressed
to the channel wall due to the fast bubble growth, forming a
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Fig. 5 Nusselt number variation in flow direction for single-
phase heat transfer
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Fig. 6 Nusselt number as a function of dimensionless length
and experimental results compared with correlation of Grigull
and Tratz for single-phase heat transfer

Fig. 7 Evolution of flow pattern during a boiling cycle, part 1:
bubble nucleation in the camera’s field of view
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thin liquid film between the bubble and wall. The right
bubble has left the camera’s view field.

• t=16 ms: the bubble starts to grow in the counterstream-
wise direction as well. The smallest liquid film thickness is
found at the location of first contact of the bubble with the
wall of the tube �indicated by an arrow�.

• t=30 ms: during the growth in the counterstreamwise direc-
tion, the liquid film thickness decreases, and a film rupture
takes place �indicated by arrows�.

• t=59 ms: liquid refills the tube and pushes the elongated
bubble out of the camera’s field of view in the streamwise
direction.

The second sequence shown in Fig. 8 has been taken 100 ms
after the first sequence. It shows the typical flow patterns in case
of a bubble nucleation upstream of the camera’s field of view.

• t=0 ms: an elongated bubble surrounded by a thin liquid
film with a uniform thickness is inside the studied tube sec-
tion.

• t=2 ms: wavy patterns start to develop on the liquid film
surface at the bottom of the tube while the bubble moves
downstream. The motion of the waves is in flow direction.

• t=10 ms: the liquid film along the full circumference of the
inner tube wall displays wavy patterns, and the amplitude of
the waves increases, while the liquid film thickness de-
creases.

• t=34 ms: a film rupture has occurred, the remaining liquid
has coalesced to isolated droplets at the bottom of the tube.
The droplets move in the downstream direction with de-
creasing velocity and finally become immobile.

• t=52 ms: a liquid plug rewets the tube wall, and another
vapor bubble approaches.

By utilizing flow visualization, thin film evaporation triggered
by single bubble nucleation has been identified as the dominant
phase change process. At first the bubble grows comparatively
slowly, but once the bubble diameter reaches the inner diameter of
the tube, the bubble growth rate is strongly enhanced. Constricted

by the tube wall, the bubble grows in the streamwise, as well as in
the counterstreamwise direction. Depending on the heat flux and
the inlet Reynolds number, even the tube area upstream of the
heated section is affected by two-phase flow patterns because of
counterstreamwise bubble growth. The vapor bubble shrinks and
splits into several smaller bubbles due to condensation upstream
of the heated section. Before being totally condensed liquid
pushes the bubbles downstream, back into the heated section. It
has been observed that these bubbles periodically trigger the suc-
cessive evaporation cycle. This could mean that once boiling has
been initiated, active nucleation sites inside the heated area of the
tube are no longer necessary to maintain boiling.

A liquid film is formed between the growing bubble and the
tube wall. At the beginning when the vapor bubble is compara-
tively short, the film has a uniform thickness but with increasing
bubble length it becomes unstable. Wavy patterns, moving in the
downstream and upstream directions could be observed on the
liquid film surface. Shear stress between the vapor and the liquid
phase is expected to be the reason for the observed wavy patterns
on the liquid film surface. Due to evaporation, the film thickness
decreases. If the time period prior to the arrival of the next liquid
plug is long enough, the liquid film ruptures and dryout occurs.

Assuming a nonexpanding bubble, shear forces act on the liquid
surface in the direction of bubble motion, and the relative velocity
between vapor and liquid phase is constant along the bubble
length. For an expanding bubble, the velocity of the upstream
meniscus is different from the velocity of the downstream menis-
cus, indicating that the relative velocity between the vapor and
liquid phase at the front of the bubble is different from that at the
bubbles’s end. Hence the shear stress acting on the liquid surface
and thereby the amplitude and the motion of the wavy patterns
change along the bubble length. For a bubble expanding in both
directions, flow visualization has shown that even the direction of
wave motion in the left part of a bubble can be different from that
in its right part.

Flow reversal has already been observed during flow boiling in
multichannel setups �15,16�, as well as in single microchannels
and microtubes �17,8�. Shear induced waves have been observed
during annular flow in microtubes �18�, but wave motion in the
streamwise and counterstreamwise directions during elongated
bubble flow has to our knowledge not been reported before. The
images �Fig. 8� prove that the stability of the liquid film surround-
ing a vapor bubble can be an important issue during flow boiling
in microtubes. In our experiments temporary dryout phenomena
occur even at a low mean vapor quality due to film rupture as a
result of film instabilities.

Significant pressure fluctuations induced by the unsteady
evaporation process have been measured. Figure 9 shows the
change of pressure drop for the transition from single-phase flow
to boiling at t=2652 s in a test run. The pressure drop suddenly
jumps from a virtually constant value of 3300 Pa for single-phase

Fig. 8 Evolution of flow pattern during a boiling cycle, part 2:
bubble nucleation upstream of the camera’s field of view

Fig. 9 Pressure drop, transition from single-phase flow to
boiling, ṁ=237 kg/m2 s, and q̇=79,000 W/m2
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flow to a fluctuating value of 8000–12,000 Pa for the previously
described boiling process. The cyclic flow pattern, especially the
upstream bubble growth, appears to be the reason for the strong
pressure fluctuations. According to Kandlikar �19� the high heat
transfer coefficient in microchannels leads to a superheated liquid
environment around a nucleating bubble. The successive pressure
increase inside the bubble introduces a pressure spike in the mi-
crochannel. This pressure spike may overcome the inertia of the
incoming liquid and the pressure inside the inlet reservoir and thus
cause a flow reversal. The data of the present study support this
assumption.

Wang et al. �20� studied the stability of flow boiling in micro-
channels and found three distinguished flow boiling modes de-
pending on the heat flux to mass flux density ratio. For a single
microchannel stable flow boiling existing for q̇ / ṁ	0.96 kJ /kg,
unstable flow boiling with long-period oscillation mode for
0.96 kJ /kg	 q̇ / ṁ	2.14 kJ /kg, and unstable flow boiling with a
short-period oscillation mode for q̇ / ṁ
2.14 kJ /kg. The investi-
gated range for flow boiling in our study is 0.28 kJ /kg	 q̇ / ṁ
	0.49 kJ /kg, or in terms of the dimensionless boiling number
Bo=3.2�10−4–5.7�10−4. Contrary to Wang et al. pressure and
temperature oscillations have been observed in all cases. For a
ratio lower than q̇ / ṁ=0.28 kJ /kg, boiling could not be estab-
lished, supposably because of the rather smooth tube wall, instead
superheated or subcooled single-phase flow was found.

In another study Wang et al. investigated flow boiling in a
single trapezoidal microchannel having a hydraulic diameter of
155 �m. They suggest the exit vapor quality as a measure to
distinguish stable and unstable flow boiling �21�. For an exit vapor
quality less than 1.3%, stable boiling was present, while for higher
vapor qualities unstable boiling was identified. For unstable flow
boiling, bubble expansion in the upstream direction was observed.
In the experiments presented here, boiling at a vapor quality of
less than 3% at the tube exit could not been established. This
might be an explanation of the fact that no stable boiling condition
was found in this investigation. Wang et al. measured oscillatory
flow boiling modes with long-period temperature and pressure
fluctuations on a time scale of 100 s and more. Contrary to these
findings, only oscillations on a time scale of less than 1 s �short-
period oscillations� could be identified in the present study �see
Fig. 9�.

It has been shown that flow instabilities in microchannels can
be minimized by employing flow barriers and artificial nucleation
sites �22�. For the stabilized flow a reduction in the channel wall
temperatures has been observed indicating an improved heat
transfer. Nevertheless, employing flow barriers generally increases
the required pumping power. Further studies need to prove
whether an artificially stabilized flow leads to a higher ratio of
transferred heat over required pumping power than unstable flow.

Figures 10–12 show the time-averaged local Nusselt numbers
as a function of vapor quality for three different mass flux densi-
ties. The vapor quality is calculated by the energy balance �Eq.
�11��, hence, negative values indicate that the bulk temperature is
lower than the saturation temperature. Compared with the single-
phase experiments, the heat transfer is enhanced for all thermo-
couple positions, also for those measuring a time-averaged tem-
perature below saturation temperature, which defines the negative
vapor qualities. The reason for this heat transfer enhancement at
positions with negative quality might be explained by the tempo-
ral flow reversal when bubbles grow in the counterstreamwise
direction, as shown and discussed above �Fig. 7�.

For ṁ=158 kg /m2 s the local Nusselt numbers for boiling are
about 22 and seem to be rather independent of the vapor quality
and the heat flux in the tested range �Fig. 10�. For a higher mass
flux density higher local Nusselt numbers were measured. At ṁ
=237 kg /m2 s and ṁ=317 kg /m2 s, the average local Nusselt
numbers are about 27, and the dependence on the vapor quality is
more pronounced. While at the last thermocouple the local Nus-
selt number is between 17 to 24 in all cases, the Nusselt numbers
increase with increasing mass flux density for the other thermo-
couples at lower vapor quality. Dryout phenomena could be the
reason for the reduced heat transfer performance at the end of the
tube in Figs. 11 and 12, although the vapor qualities are lower
than for ṁ=158 kg /m2 s �Fig. 10�. Alternating flow patterns may
trigger a long dryout time fraction even at a low mean vapor
quality if, for example, the time fraction for which liquid plugs are
present is also comparatively long. As a consequence, the two-
phase flow pattern responsible for the high heat transfer perfor-
mance might be largely suppressed. Investigations at a higher av-
erage vapor quality than 17% were not conducted due to thermal
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stress and limitations in heat flux. Beyond this condition, assum-
ing a similar flow pattern, a decreasing Nusselt number can be
expected as a consequence of dryout.

No clear tendency of the Nusselt number dependence on the
heat flux could be identified in Figs. 10–12. In common flow
boiling models, the heat transfer is divided into two parts: nucle-
ate boiling heat transfer and convective boiling heat transfer. The
nucleate boiling heat transfer performance is known to be a func-
tion of heat flux, since the active nucleation site density increases
with increasing heat flux. The convective heat transfer perfor-
mance is found to be rather independent of the heat flux, but it is
a function of mass flux density �23�. Thus, the behavior of the
local Nusselt numbers supports the impression obtained by flow
visualization, namely, that nucleate boiling is not the dominant
heat transfer process in our experiments. Many experimental stud-
ies have concluded that nucleate boiling controls microchannel
evaporation, whereas the convective evaporation contribution is
negligible �7,24�. Some authors assumed that nucleate boiling is
dominant at low vapor qualities, while convective boiling is domi-
nant at high vapor qualities �8,25�. We found that convective thin
film evaporation is dominant throughout the tested range of vapor
quality.

Qu and Mudawar �26� studied flow boiling of water in parallel
microchannels and concluded that forced convection boiling is the
dominant heat transfer mechanism in their heat sink. Comparable
to our studies, they found that the saturated flow boiling heat
transfer coefficient is a function of mass flux and only a weak
function of heat flux. However, in our experiments an increase in
the mass flux only partially enhances the heat transfer perfor-
mance. While Qu and Mudawar employed water in their boiling
experiments, we used ethanol, which has a higher viscosity. The
lower fluidity of ethanol may weaken the dependence of the heat
transfer performance on the mass flux.

Thome et al. �27� developed a model to predict the heat transfer
performance of boiling processes in microchannels and found
rather good agreement with the experimental database �28�. In
their model, counterstreamwise bubble growth is not considered,
and the heat transfer performance is a function of the heat flux.
Our results indicate that refined models are needed to account for
the observed phenomena.

We compared our data for flow boiling with the results of other
researchers using similar setups with single circular tubes and
direct current heating. The heat transfer coefficients published by
these authors have been used to calculate the Nusselt numbers. In
microtube flow boiling heat is transported from the tube wall
through a thin liquid film to the liquid/vapor interface where the
phase change takes place. The thermal resistance of the film de-
pends on the thermal conductivity of the liquid and the film thick-
ness. By employing the dimensionless Nusselt number, the heat
transfer performance is related to the thermal resistance of the
liquid film, enhancing the comparability of different data referring
to various fluids. We based the Nusselt number on the inner di-
ameter of the tube instead of the liquid film thickness because
quantitative information about film geometries is not available.
The amount of liquid remaining on the wall of a capillary tube in
which a liquid slug is transported has been the focus of several
studies. According to the results of Taylor �29�, the thickness of
the remaining film is, among other things, proportional to the tube
diameter. More recent investigations show deviations from Tay-
lor’s law for high capillary numbers �30,31�. Nevertheless, using
the diameter for calculating the Nusselt number seems to be rea-
sonable to express the dependence of the liquid film thickness on
the microtube size.

Figure 13 shows the averaged data for each mass flux density of
our measurements �ṁ=158, 237 and 317 kg /m2 s� compared
with the data of Yen et al. �24,8� and Lin et al. �25�. Yen et al. �24�
tested HCFC123 in a steel tube with an inner diameter of 510 �m
in 2003 and tested the same fluid in a transparent Pyrex glass tube
of 210 �m in 2006 �8�. Cavities having diameters of about

3–4 �m have been found for the steel tube, whereas the surface
of the glass tube was reported to be very smooth. Lin et al. �25�
used R141b in a 1.1 mm tube without providing information about
material and surface topography. The Nusselt numbers of Yen et
al. regarding the glass tube �Yen2006 in Fig. 13� are about 10 and
decrease with increasing �; a dependence on q̇ could not be mea-
sured, and the mass flux was not varied. We measured Nusselt
numbers of up to 37 for a vapor quality between 0% and 10%, but
similar to Yen et al. the data shows a decreasing trend for higher
�. For the highest mass flux density of 317 kg /m2 s, the Nusselt
number is about 19 at a vapor quality of 4.1%, while we calcu-
lated for Yen et al. Nu=13.7 at �=7.5% and a slightly higher mass
flux density of 400 kg /m2 s. Yen et al. observed periodically al-
ternating bubbly flow, capillary flow, annular flow, and dryout
inside the glass tube. Similar to our observations bubble growth in
the upstream direction has been found. In addition to the flow
patterns reported by Yen et al., we also found single-phase liquid
flow as a periodically occurring important flow pattern during
boiling. This may be a consequence of the working fluid we used.
Due to the good wetting characteristics of ethanol, it fills the
cavities in the tube wall �32�, and a high degree of liquid super-
heat is needed in each evaporation cycle to restart the nucleation
process.

Compared with the glass tube, the heat transfer is considerably
enhanced for the steel tube �Yen2003 in Fig. 13� and—similarly as
for the glass tube—monotonically decreases with increasing vapor
quality in the saturated flow boiling regime. The heat transfer is
independent of mass flux density and decreases with increasing
heat flux. This is the opposite of what could be expected, since
heat transfer is found to be independent of heat flux in convective
boiling and increases with heat flux in nucleate boiling �12�. Yen
et al. concluded that annular flow prevails in microtubes and that
the effect of nucleate boiling is dominant, whereas that of the
convection boiling is assumed to be of minor importance. Flow
visualization was not performed.

The Nusselt numbers of Lin et al. �Lin2001 in Fig. 13� are
similar to what Yen et al. found for the steel tube. Unlike Yen et
al. they found an increase in the heat transfer coefficient for in-
creasing heat flux, indicating that nucleate boiling is dominant.
Comparable to our studies, Lin et al. found a considerably higher
heat transfer performance for a vapor quality less than zero as
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ṁ=317 kg/(m2 s)
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Yen2006 ṁ=400 kg/(m2 s), q̇=26330 W/m2
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what could be expected for single-phase flow �Nu=4.36�. In our
experiments flow visualization shows that the enhancement of the
heat transfer performance could be related to counterstreamwise
bubble growth.

In total, the data seem to indicate that different heat transfer
mechanisms are found for boiling in microtubes, depending on
whether or not the surface properties promote nucleate boiling.
However, the data are not fully conclusive, since Yen et al. mea-
sured a decreasing heat transfer performance with increasing heat
flux.

5 Summary and Conclusions
Experiments were conducted to determine friction factors and

local Nusselt numbers in a microtube with an inner diameter of
600 �m. Distilled water and ethanol were used as the working
fluids. The major findings from the study are summarized as fol-
lows.

• The friction factor and the Nusselt number for single-phase
liquid flow with constant heating agree with the classical
theories for laminar flow �friction factor=64 /Re and Nu
=4.36 for constant heat flux�. Slightly higher Nusselt num-
bers were derived for superheated liquid flow. This might be
due to inaccuracies of required physical properties.

• For boiling, alternating flow patterns with a defined tempo-
ral sequence have been observed. Evaporation of a thin liq-
uid film covering the tube wall seems to be the dominant
heat transfer mechanism. Wavy patterns on the film surface
moving in the upstream and downstream directions indicate
shear forces between the vapor and the liquid phase. The
photographic images prove that the stability of the liquid
film surrounding a vapor bubble could be an important issue
during flow boiling in microtubes. Temporary dryout phe-
nomena occur even at a low mean vapor quality due to film
rupture as a result of film instabilities. The influence of these
instabilities on the heat transfer performance needs to be
investigated in further studies.

• Once the boiling process has been initiated, small vapor
bubbles left over from the previous evaporation cycle serve
as nuclei for the bubble growth during the successive cycle.

• The mean pressure drop for flow boiling is about three times
higher than that for single-phase flow. Due to the fast alter-
nating flow patterns the pressure drop fluctuates in a range
of about �10%.

• The Nusselt number for boiling is independent of the heat
flux, increases with increasing mass flux density, and up to
eight times higher than that for single-phase heat transfer.
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Nomenclature
A � cross-sectional area �m2�

bo � boiling number
cp � specific heat �J /kg K�
d � tube diameter �m�
h � heat transfer coefficient �W /m2 K�

�hlv � latent heat of vaporization �J/kg�
I � electric current �A�
l � length �m�

K��� � Hagenbach’s factor

Ṁ � mass flux �kg/s�
Ma � axial conduction number

ṁ � mass flux density �kg /m2 s�

Nu � Nusselt number
Pr � Prandtl number

�p � pressure drop �Pa�
Q̇ � heat transfer rate �W�
q̇ � heat flux �W /m2�

Re � Reynolds number
r � tube radius �m�
T � temperature �°C�
t � time �s�

U � mean flow velocity �m/s�
V � electric voltage �V�
x � axial distance �m�
� � vapor quality �%�

 � loss coefficient
� � thermal conductivity �W /m K�
� � contraction coefficient
� � density �kg /m3�

Subscripts
amb � ambient
axial � in the axial direction
bulk � bulk fluid property
cond � conduction
conv � convection
dev � developing flow

elem � element
ex � exit
h � hydraulic

heat � heated
in � inner

inl � inlet
loc � local

loss � heat loss
out � outer
re � reservoir

sat � saturation
th � thermocouple

wall, in � inner tube wall
wall, out � outer tube wall

Appendix: Estimation of Secondary Pressure Losses
The main factors that contribute to the overall pressure drop for

liquid flow in microchannels are the friction of the hydrodynami-
cally developing flow at the entrance of the tube, the following
fully developed flow, and the tube inlet and exit losses. The con-
tribution of the pressure losses due to hydrodynamically develop-
ing flow and the inlet/exit losses to the total measured pressure
drop have been estimated. The increase in the pressure drop due to
hydrodynamically developing flow can be calculated using
Hagenbach’s factor �33� as

�pdev = K���
�

2
U2 �A1�

Hagenbach’s factor K��� can be calculated as proposed by Chen
�34�

K��� = 1.20 + �38/Re� �A2�
The inlet and exit pressure losses due to sudden contraction of the
flow entering the tube and sudden expansion of the flow at the
tube exit have been estimated according to Ref. �35�. The loss
coefficient for the tube inlet has been calculated as


inl = �1 − �

�
�2

�A3�

where � is the contraction coefficient depending on the ratio of
the cross-sectional area in front of and inside the microtube. For
the cross sectional area ratio in our experiments �Atube /Are
=0.06�, a value of �=0.60–0.61 is listed in the literature �35�.
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The loss coefficient for the tube exit has been calculated as


ex = �1 −
Atube

Are
�2

�A4�

The inlet/exit pressure losses are then calculated as

�pinl,ex =
�

2
U2�
inl + 
ex� �A5�

The fraction of pressure drop due to hydrodynamically developing
flow as well as inlet and exit losses of the measured total pressure
drop increases with increasing flow velocity. According to the
formulas above, the secondary pressure losses amount to 3.2% of
the overall pressure drop at the highest mean flow velocity of 0.29
m/s �Re=202�. Hence, these contributions have been neglected in
calculating the friction factor.
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Computational Analysis of Pin-Fin
Arrays Effects on Internal Heat
Transfer Enhancement of a Blade
Tip Wall
Cooling methods are strongly needed for the turbine blade tips to ensure a long durability
and safe operation. Improving the internal convective cooling is therefore required to
increase the blade tip life. A common way to cool the tip is to use serpentine passages
with 180-deg turns under the blade tip cap. In this paper, enhanced heat transfer of a
blade tip cap has been investigated numerically. The computational models consist of a
two-pass channel with a 180-deg turn and various arrays of pin fins mounted on the tip
cap, and a smooth two-pass channel. The inlet Reynolds number is ranging from 100,000
to 600,000. The computations are 3D, steady, incompressible, and nonrotating. Details of
the 3D fluid flow and heat transfer over the tip walls are presented. The effects of pin-fin
height, diameter, and pitches on the heat transfer enhancement on the blade tip walls are
observed. The overall performances of ten models are compared and evaluated. It is
found that due to the combination of turning, impingement, and pin-fin crossflow, the heat
transfer coefficient of the pin-finned tip is a factor of 2.67 higher than that of a smooth
tip. This augmentation is achieved at the expense of a penalty of pressure drop around
30%. Results show that the intensity of heat transfer enhancement depends upon pin-fin
configuration and arrangement. It is suggested that pin fins could be used to enhance the
blade tip heat transfer and cooling. �DOI: 10.1115/1.4000053�

Keywords: tip wall, pin fins, enhancement, computation, gas turbine cooling

1 Introduction
It is a well-known fact that one way to increase the power

output and thermodynamic efficiency of a gas turbine engine is to
increase the turbine inlet temperature. Thus, the turbine inlet tem-
perature for industrial and aircraft gas turbines has been continu-
ously increased to improve power and efficiency. However, the
heat transferred to the blade is increased significantly with the
increase in the turbine inlet temperature, but the allowable melting
temperature of materials has only increased much less. This indi-
cates that the turbine blade inlet temperature may exceed the ma-
terial melting temperature by more than 500°C. As a result, tur-
bine blades must be cooled for a safe and long-lasting operation.
Various internal and external cooling techniques are employed to
decrease the blade material temperature below the melting point.
Figure 1 depicts a typical cooling technology for internal and
external zones. The leading edge is cooled by jet impingement
with film cooling, the middle portion is cooled by internal serpen-
tine ribbed-turbulators passages, and the trailing edge is cooled by
pin fins with ejection. In internal cooling, the relatively cold air,
bypassed/discharged from the compressor, is directed into the
coolant passages inside the turbine blade. In external cooling, the
bypassed air is ejected through cooling holes, which are located
on the turbine blade discretely. Most recent developments in the
increase in the turbine inlet temperature have been achieved by
better cooling of the turbine blade and improved understanding of
the heat transfer mechanisms in the turbine passages. Several re-
cent publications reviewing the gas turbine heat transfer and cool-
ing technology research are available �1–4�.

Cooling of the blade should include the cooling of all regions
exposed to high temperature gas and thermal load. Among such
regions, the blade tip area is a region of particular interest in high
pressure turbines. Gas turbine blades usually have a clearance gap
between the blade tip and the stationary casing, or the shroud for
the blade rotation and for its mechanical and thermal expansion.
The hot gas leaks through the gap because of the pressure differ-
ence between the pressure side and suction side. The hot leakage
flow increases the thermal load on the blade tip, leading to high
local blade temperature. It is therefore very essential to cool the
turbine blade tip and the region near the tip. However, it is diffi-
cult to cool such regions and seal against the hot leakage flow. The
blade tip operates in an environment between the rotating blade
and the stationary casing, and experiences the extremes of the
fluid-thermal conditions within the turbine �5,6�. A very common
way to cool the blade tip is to adopt internal cooling by designing
serpentine �two-pass, three-pass, or multipass� channels with a
180-deg turn/bend inside the blade �as shown in Fig. 2�. Taking
advantage of impinging and turning effects, the tip can be cooled
to some certain extent. During recent years, several studies con-
cerned turbulent heat transfer in various two-pass channels
�7–21�. For example, Ekkad et al. �7� measured the detailed heat
transfer distributions inside straight and tapered two-pass channels
with and without rib turbulators. It was found that the tapered
channel with ribs provided 1.5–2.0 times higher Nusselt number
ratios over the tapered smooth channel in the first pass, while in
the after-turn region of the second pass, the ribbed and smooth
channels provided similar Nusselt number ratios. Fu et al. �13,14�
and Liu et al. �15� reported heat transfer coefficients and friction
factors in two-pass rectangular channels with rib turbulators
placed on the leading and trailing surfaces. Five kinds of ribs were
considered: 45-deg angled, V-shaped, discrete 45-deg angled, dis-
crete V-shaped, and crossed V-shaped. It was found that due to the
significant secondary flow effects generated in the turn, the rota-
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tion effect was greater on heat transfer in the first pass than in the
second pass. Kim et al. �16,17� measured the detailed heat/mass
transfer and pressure drop in a rotating two-pass duct with trans-
verse ribs. It was found that due to the rotation of the duct, the
Sherwood number ratios and pressure coefficients were high on
the trailing surface in the first pass and on the leading surface in
the second pass. In the turn region of the stationary duct, two
Dean vortices were transformed into one large asymmetric vortex
cell, which changed the heat/mass transfer and pressure drop char-
acteristics. Very recently, Lucci et al. �19�, Jenkins et al. �20�, and
Shevchuk et al. �21� studied turbulent flow and heat transfer inside
internal cooling channels with a varying aspect ratio. The effect of
the divider wall-to-tip wall distance was investigated. Results
showed that decreasing the distance can increase the tip heat
transfer in the bend region and near the bend region of the second
pass, but with an increased pressure drop.

On the other hand, many investigations have proven that pin
fins can improve the cooling in low aspect ratio channels for gas
turbines, typically at the trailing edges. The application of pin fins
has received much attention for enhancing heat transfer in cooling
channels, e.g., turbine blades, heat sinks, and compact heat ex-
changers. Pin fins are commonly employed in turbine blades
where higher heat transfer enhancement is required while higher
pressure drop is tolerated. Metzger et al. �22� studied the devel-
oping heat transfer in rectangular ducts having short pin-fin ar-
rays. They found that the heat transfer coefficient was gradually
increased to the first three or four rows, followed by a gradual
decrease through the remaining rows. Lau et al. �23� experimen-
tally studied the effect of several pin configurations on the local
endwall heat/mass transfer in pin-fin channels. They observed that
the decrease in the streamwise pin spacing leads to an increase in
the endwall heat/mass transfer. Chyu et al. �24� reported that the
pin-fin heat transfer is 10–20% higher than the endwall heat trans-
fer. Goldstein et al. �25� found that the stepped-diameter circular
pin-fin array provides a higher mass transfer coefficient and a
smaller pressure loss than a uniform-diameter circular pin-fin ar-
ray. Other recent investigations can be found in Refs. �26–30�.
Previous works showed that the increase in the pin-fin heat trans-
fer is always accompanied by a substantial increase in pressure
loss. Most recently, Bunker �31� presented a method to provide
substantially increased convective heat flux on the internally
cooled tip cap of a turbine blade, where arrays of discrete shaped
pins were fabricated and placed. The detailed heat transfer distri-
bution over the internal tip cap was obtained, based on a large-
scale model of a sharp 180-deg tip turn. Five tip cap surfaces were
tested. It was found that the effective heat transfer coefficient
could be increased by up to a factor of 2.5, due to the combination
of impingement and crossflow convection around the pins. The tip
turn pressure drop was negligibly greater than that of a smooth
surface.

Although a similar trend of the averaged heat transfer results in
two-pass channels with pin fins can be found in the experimental
work by Bunker �31�, only limited details of the heat transfer and
fluid flow on the pin fins and endwalls are available. Furthermore,
most previous studies were concerned about the heat transfer on
the leading and trailing walls of the two-pass channels, and thus,
very limited information is available for the tip walls. For these
reasons, it is desirable to investigate more details of the heat trans-
fer enhancement over tip walls, and to improve understanding of
three-dimensional flow and heat transfer for pin-finned blade tips.
The objective of the present paper is to investigate heat transfer
enhancement over tips in a rectangular two-pass channel with pin-
fin arrays on the tip at high Reynolds numbers. Detailed flow field
and heat transfer results are presented, and a parametric study of
pin-fin arrays on the tip-wall heat transfer enhancement is con-
ducted. The overall performances of pin-finned tip two-pass chan-
nels are compared and evaluated.

2 General Description of Physical Models
A schematic diagram of the geometrical models used in this

paper is shown in Fig. 3. The two-pass channels have a rectangu-
lar cross section with an aspect ratio of 1:2, where the shorter
walls are the turbine pressure side and suction side, respectively.
Each channel has lengths of 139.7 mm and 69.9 mm, with a
hydraulic diameter of 93.13 mm. The lengths of the inlet channels
�first pass� and the outlet channels �second pass� are about ten
hydraulic diameters, and both the inlet and outlet channels are
smooth without any turbulators. The internal separation rib �di-
vider� is assumed to be 25.4 mm thick so that the full tip-wall cap
section is 139.7�165.1 mm2. A distance of 88.9 mm is used for
the flow gap between the divider and the tip wall. Figure 3�a�
shows the smooth-tip two-pass channel. It is used for performance
comparison with the pin-finned tip two-pass channels �a typical
model is shown in Fig. 3�b��. The geometries of the numerical
models of the rectangular two-pass channels are similar to those in

Fig. 1 Typical cooling techniques for a turbine blade

Fig. 2 A typical serpentine cooling passage inside a blade
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the experiments by Bunker �31�, but the pin-fin configurations and
arrangements in the present paper and the experiments are differ-
ent.

In Fig. 3�b�, pin-fin arrays are mounted on the internal tip cap.
The pin fins are perfect circular straight cylinders, and are placed
in a staggered arrangement. In all simulations, the pin fins are
assumed to be made of aluminum. Nine models with different
pin-fin parameters �height H and diameter D� and layouts �pitches
X and S� are considered in this paper. The parameters of the nine
models are listed in Table 1. For the pin-finned tip two-pass chan-
nels, the tip consists of the endwall �smooth tip wall is substracted
by cylinder bottom surfaces� and pin-finned surfaces �cylinder
side surfaces and top surfaces�.

3 Computational Details

3.1 Overview. Application of computational fluid dynamics
�CFD� techniques to predict the flow field and heat transfer coef-
ficient distribution in turbomachineries and related applications
attracted many researchers of different fields in recent years
�32–42�. For example, Chen et al. �35�, Jang et al. �36�, and Al-
Qahtani et al. �37� calculated the 3D flow and heat transfer in
rotating two-pass square channels with smooth walls or with 45
deg and 60 deg angled ribs by a second-moment closure model
and a two-layer k-� isotropic eddy viscosity model. Good agree-
ment with experimental data was achieved. The comparison of the
results showed that the near-wall second-moment closure model
provided accurate predictions of the complex 3D flow and heat
transfer, resulting from the rotation and strong wall curvatures.
Also, it was observed that angled ribs with high blockage ratio
and a 180 deg sharp turn produced strongly nonisotropic turbu-
lence and heat flux, which significantly affected the flow field and
heat transfer coefficient. From the above-mentioned references, it
is indicated that heat transfer and cooling in gas turbine channels
might be predicted decently accurate by CFD simulations with
various turbulence models.

To investigate the three-dimensional turbulent flow field and
temperature in a rectangular two-pass channel, with or without
staggered pin-fin arrays, the k-� turbulence model is used. When
solving a practical engineering problem, eddy viscosity based tur-
bulence models have been found to be more effective than the
large eddy simulation �LES� and direct numerical simulation
�DNS� methods because of less demand on the number of cells,
less computer memory, and the computational results may meet
the engineering requirement with acceptable accuracy. In the
present paper, the finite volume modeling was conducted by the
simulation software FLUENT version 6.3.26. This code uses the
finite volume method to solve the governing equations of fluid
flow and heat transfer with appropriate boundary conditions. The
pressure and velocity fields are linked by the semi-implicit
method for pressure linked equations consistent �SIMPLEC� algo-
rithm. Another commercial software, GAMBIT version 2.4.6, pro-
viding geometry generation, geometry import, and mesh genera-
tion capabilities, was used to generate the ten models. This paper
examined turbulent flow �for high Reynolds numbers� and heat
transfer characteristics over smooth or pin-finned tip walls.

3.2 Governing Equations. Initially, six different turbulence
models, i.e., the standard k-� model, the renormalization group
�RNG� k-� model, the realizable k-� model, the shear stress trans-
port �SST� k-� model, the v2f model, and an Reynolds stress
model �RSM� model were considered for simulation of the turbu-
lent heat transfer in the smooth two-pass channel �as shown in
Fig. 3�a��. It was found that the RNG k-� model results approach
the experimental data better than the other five turbulence models,
even though the results predicted by the three kinds of k-� models
are similar. Compared with the experimental data �31�, the maxi-

Fig. 3 Schematics of the numerical model

Table 1 Parameters of pin-fin arrays of pin-finned tip two-pass channels

Model
Diameter D

�mm�
Streamwise pitch X

�mm�
Spanwise pitch S

�mm�
Height H

�mm�
Number of
pin-fins N

Increased
area ratio A /As

Case 1 4.064 21.117 6.096 8.128 165 1.739
Case 2 4.064 12.192 10.559 8.128 162 1.727
Case 3 4.064 12.192 10.559 4.064 162 1.370
Case 4 4.064 7.62 6.599 8.128 389 2.745
Case 5 4.064 7.62 6.599 4.064 389 1.873
Case 6 6.096 18.288 15.838 8.128 68 1.458
Case 7 3.048 12.192 10.559 8.128 162 1.545
Case 8 6.096 12.192 10.559 8.128 175 2.099
Case 9 3.048 12.192 10.559 4.064 162 1.272
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mum difference 14.7% is found by the k-� RNG model. Based on
these calculations, the RNG k-� turbulence model is selected for
all final computations. More details can be found in Ref. �43�.

The idea behind the RNG in turbulence is that the small scales
of turbulence are removed systematically to a point where the
large scales are resolvable. A more comprehensive description of
the RNG theory and its application to turbulence can be found in
Ref. �44�. The equations for k and � are

�

�xj
��Ujk� =

�

�xj
��k�� + ���

�k

�xj
� + Pk − �� �1�

�

�xj
��Uj�� =

�

�xj
����� + ���

��

�xj
� + C�1

�

k
Pk − C�2�

�2

k
− R

�2�

where �k=1.0, ��=1.3, C�1=1.42, and C�2=1.68.
The production term Pk is expressed as

Pk = �ijSij = − �uiujSij �3�

where

Sij =
1

2
� �Ui

�xj
+

�Uj

�xi
�

and R is defined as

R = �
C��3�1 − �/�0�

1 + 	�3

�2

k
�4�

where �=k /�	2SijSij, �0=4.38, and 	=0.012. The turbulent eddy
viscosity is calculated as

�� = �C�

k2

�
�5�

where C�=0.085. It should be pointed out that the RNG model
cannot be used with damping functions, i.e., as a low-Reynolds
k-� model, since the small scales are removed. For a long time,
the accuracy of the �-equation has been regarded as the critical
thing in the standard k-� model. The RNG k-� model is interesting
because the �-equation contains a strain-dependent correction
through the variable R, which may avoid the limitation of the
standard k-� model for complex flows. Furthermore, rather than
using an RSM model, the RNG k-� model may decrease the num-
ber of grid points, and thereby less computational resources are
required.

3.3 Boundary Conditions. Although the heat transfer on the
leading and trailing walls are important for gas turbine blade de-
sign, the heat transfer enhancement of a pin-finned tip wall over
that of a smooth tip wall is the major concern of this paper. There-
fore, except for the tip walls, the remaining walls, i.e., leading
walls, trailing walls, inner walls, and outer walls, are assumed to
be adiabatic. A constant heat flux is prescribed on the tip walls.
For the smooth-tip two-pass channel, only the smooth tip wall is
heated. For the pin-finned tip two-pass channels, only the end-
walls and pin-fin surfaces are heated by an identical heat flux.
This implies that the fin efficiency for the pin fins is assumed to be
equal to unity. No-slip velocity conditions are applied on all walls.
Uniform inlet velocity and temperature are assumed at the inlet,
and an outflow condition is chosen for the outlet.

The fluid is assumed to be incompressible with constant ther-
mal physical properties, and the flow is assumed to be three-
dimensional, turbulent, steady, and nonrotating. The working fluid
is dry air. In this paper, standard wall functions of the RNG k-�
model are applied for the near-wall treatment because of the high
Reynolds numbers and complicated computational model. Most
y+ values lie between 10 and 30. The minimum convergence cri-
terion for continuity, momentum quantities error, and k and �
equations are 10−4 and 10−9 for the energy equation.

The preprocessor software GAMBIT is used to generate the com-
putational grids. Figure 4 shows typical cross sections of the grids
of the two models. Because of the complex geometries, a multi-
block grid technique is employed to generate grids by dividing the
whole domain into several subdomains. Especially for the pin-
finned tip two-pass channel, an additional subdomain is intro-
duced near the tip wall. Due to the large amount of small circular
pin fins on the tip wall, an unstructured grid �T-grid� has to be
filled into such subdomain. A careful check of the grid indepen-
dence of the numerical solutions has been carried out by consid-
ering several grid systems with a large number of grid points
�about 1.2
2.1 million cells�. The grid system with around 1.5
million cells is chosen for all the computations. More details can
be found in Ref. �43�. These simulations are performed on a PC
with two CPUs having a frequency of 3.0 GHz, and a core
memory of 8 G. The typical running time for the computation of a
case is about 12 h for the smooth tip channel, and 20 h for the
pin-finned tip channel.

4 Results and Discussion

4.1 Parameter Definitions. Before analyzing and comparing
the fluid flow and heat transfer characteristics between the smooth
tip two-pass channel and the pin-finned tip two-pass channels, the
Nusselt number and friction factor definitions are presented. First,
the Fanning friction factor f is defined as

f =

p

2�ui
2 ·

Dh

L
�6�

where ui is the inlet velocity, and L is the two-pass channel total
length.

Fig. 4 Typical cross sections of the grids for computations
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The overall/averaged Nusselt number can be calculated in the
following way. The local Nusselt number of every cell is first
calculated as

Nu�i� =
qw

T�i� − Tf
·

Dh

k
�7�

where Tf is the mass-weighted average temperature between the
inlet and outlet fluid temperatures, T�i� is the local surface tem-
perature, and qw is the wall heat flux. The pin-fin surfaces and
endwall surface Nusselt numbers are then calculated by averaging
the local Nusselt numbers included in the corresponding surfaces.
The overall Nusselt number is determined by averaging all local
Nusselt numbers of all cells included on both the pin-fin surfaces
and endwall surface. It is noted that for the smooth two-pass chan-
nel, there is only the endwall surface heat transfer coefficient or
Nusselt number.

4.2 Model Validation. Prior to conducting the aimed compu-
tations, it is necessary to validate the computational model. The
turbulent heat transfer in the smooth-tip two-pass channel is com-
puted. The averaged Nusselt numbers and inlet-to-outlet pressure
drop are also compared and listed in Table 2. It is found that the
maximum deviation of the averaged Nusselt number between the
simulated results by the RNG k-� turbulence model and the ex-
perimental data is less than 15%, and the minimum deviation is
2%. In the work by Bunker �31�, the experimental uncertainty in

the heat transfer coefficient is between 8% and 15%. The good
agreement between the predicted and tested results shows the re-
liability of the physical model. Thus, the validation and reliability
of the present paper are ensured. More details can be found in Ref.
�43�.

4.3 Velocity and Temperature Fields. In order to provide a
better understanding of the enhanced heat transfer over the tips,
the velocity vectors and temperature contours are presented. Fig-
ure 5 shows the cross-sectional velocity vectors of the two chan-
nels. From Fig. 5, it can be seen that for both channels, high
momentum fluid enters the turn from the inlet channel, and im-
pinges on the outer walls. Before the sharp turn, the velocity pro-
files are flat. Upon entering the turn, the flow accelerates near the
inner wall while it decelerates near the outer wall. This distribu-
tion is reversed at the beginning of the second channel. When the
coolant travels through the 180-deg turn of the two-pass channels,
areas of impingement, separation, and recirculation are created.
Due to the inability of the flow to follow the turn, a separation
bubble occurs downstream of the divider tip, followed by a reat-
tachment. The two circulating regions occur at the first pass chan-
nel corner and the second pass corner. As the fluid flows through
the 180-deg turn, the centrifugal forces arising from the curvature
and pressure difference �low pressure at inner wall while high
pressure at outer wall� produces a pair of counter-rotating vortices
in the turn. These vortices are significant in strength, and are
responsible for the transport of cold fluid from the core towards
the outer wall. For the smooth tip channel, only vortices remain
upstream of the second pass. For the pin-finned tip channel �only
Case 7 is used to describe the flow mechanisms�, the cores of the
pair of counter-rotating vortices in the turn move downwards,
close to the pin fins, and the zone of separation is larger than that
of the smooth tip channel. At the upstream side of the second pass,
both the vortices and the separation bubble exist. The vortices
force the cold fluid to impinge toward the pin fins, and then in-
duce turbulent mixing of the approaching cold fluid with the hot
fluid near the pin fins and endwall. At this point, the heat transfer
over the tip wall is increased due to the continuous mixing.

Figure 6 shows typical tip-wall temperature contours of the
smooth tip and a pin-finned tip channel, Case 1. It can be observed

Table 2 Comparison of Nusselt number and pressure drop of
the smooth two-pass channel

Re=200,000 Re=310,000 Re=440,000

Nu This work 412.12 574.26 761.50
Bunker �31� 483.34 620.82 770.85

Deviation �%� 14.73 7.50 1.21


p �Pa� This work 1005.63 2344.69 4656.32
Bunker �31� 1186.44 2758.47 4998.82

Deviation �%� 15.24 15.01 6.83

Fig. 5 Flow fields „upper: smooth tip; lower: pin-finned tip, Case 7…
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that, due to the cold fluid impinging toward the tip wall, the tem-
perature of the first tip part is lower than that of the second tip
part. By comparing Figs. 6�a� and 6�b�, it is found that a low
temperature region occurs at the pin-finned surfaces, due to the
cold fluid impingement and pin-fin crossflow. Especially for the
pin fins, the temperature of the leading surfaces is lower than
those of the rear surfaces. This might be because the staggered
arrangement of pin-fins forces the impinging flow to accelerate in
the gap upstream the front surfaces, and boundary layer flow sepa-
ration occurs behind the pins. As an effect, higher temperature is
found on the rear surfaces.

4.4 Friction and Heat Transfer

4.4.1 Effect of Pin-Fin Height. The averaged Nusselt number
and inlet-outlet pressure drop for Case 2 and Case 3 are presented
in Fig. 7. The pin-fin height of Case 3 is half of the pin-fin height
of Case 2. For the heat transfer, the overall Nusselt numbers of the
two pin-finned tip channels are 1.1
1.7 times higher than those
of the smooth-tip channel. The overall heat transfer of Case 2 is
slightly higher �about 2–4%� than that of Case 3, below a Rey-
nolds number of 350,000. Beyond a Reynolds number of 350,000,
Case 3 provides slightly higher heat transfer. This might be be-
cause the pin fins considered in this paper are relatively short, and
then the pin-fin height has no significant effect on the tip-wall heat
transfer enhancement. Similar local Nusselt number distribution
can be observed from Figs. 8�b� and 8�c�. From Fig. 7�b�, the
pressure drops of the two pin-finned tip channels are about 10–
35% higher than those of the smooth-tip channel. The pressure
drop of Case 3 is higher than that of Case 2, especially at high
Reynolds numbers, i.e., 600,000.

4.4.2 Effect of Pin-Fin Diameter. The averaged Nusselt num-
ber and pressure drop for Case 2 and Case 7 are presented in Fig.
9. The pin-fin diameter of Case 7 is three-fourth �75%� of the
pin-fin diameter of Case 2. From Fig. 9�a�, it can be clearly found
that the overall Nusselt numbers of the two pin-finned tip channels
are 1.1–2.1 times higher than those of the smooth-tip channel.
The overall heat transfer of Case 7 is about 10–18% higher than
that of Case 2. From Figs. 8�b� and 8�d�, it is found that the larger
region with a high local Nusselt number is provided by Case 7,
compared with that of Case 2. This indicates that for the short
small pin fins considered in the present paper, the pin-fin diameter
has an evident effect on the tip-wall heat transfer enhancement.
From Fig. 9�b�, the pressure drops of the two pin-finned tip chan-
nels are 10–36% higher than those of the smooth-tip channel. The
pressure drop of Case 7 is slightly higher than that of Case 2. At
the highest Reynolds numbers of 600,000, Case 7 produced about
10% higher pressure drop, compared with Case 2.

4.4.3 Effect of Pin-Fin Pitches. Figure 10 presents the aver-
aged Nusselt number for Case 1 and Case 2. From Fig. 10�a�, it is
found that the heat transfer of the pin-finned tip channels is 12–
84% higher than that of the smooth-tip channel. For the pressure
loss, as in Fig. 10�b�, the pressure drops of the pin-finned tip

Fig. 6 Temperature contours „left: Re=200,000; right: Re=440,000…

Fig. 7 Effect of pin-fin height on Nusselt number and pressure
drop
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Fig. 8 Local Nusselt numbers „Case I, Case II, Case III, Case VII, Re=200,000…

Fig. 9 Effect of pin-fin diameter on Nusselt number and pres-
sure drop

Fig. 10 Effect of pin-fin pitches on Nusselt number and pres-
sure drop
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channels are 10–42% higher than those of the smooth tip channel.
This means that the increase in pressure drop is lower than that of
the heat transfer. The pressure drop of Case 1 is 4–20% higher
than that of Case 2. At the highest Reynolds number of 600,000,
Case 1 produces about 20% higher pressure drop. From Figs. 8�a�
and 8�b�, it can be clearly seen that at a Reynolds number of
200,000, the tip surface local Nusselt number distributions for
Case 1 and Case 2 are similar, while at Reynolds number of
440,000, as shown in Fig. 11, the local Nusselt number distribu-
tion of Case 1 is evidently different at most regions. Compared
with Case 2, the larger surface regions of Case 1 have higher local
Nusselt numbers, resulting in a higher overall heat transfer.

4.4.4 Combined Effect of Pin-Fin Parameters. The averaged
Nusselt number and inlet-outlet pressure drop for the remaining
cases, i.e., Case 4, Case 5, Case 6, Case 8, and Case 9, are sum-
marized in Fig. 12. The heat transfer of the pin-finned tip channels
is 12–84% higher than that of the smooth-tip channel. For the
pressure loss, the pressure drops of the pin-finned tip channels are
about 20–28% higher than those of the smooth tip channel. Case 9
provides the highest heat transfer among these cases below a Rey-
nolds number of 320,000, while beyond that Reynolds number,
the increased level of heat transfer of Case 9 is decreased so that
the corresponding heat transfer is lower than those of Case 6 and
Case 8 �additional calculations at Re=440 K and Re=600 K
have verified these similar trends�. Case 4 and Case 5 offer similar
heat transfer performance, while Case 6 and Case 8 take second
place and third place between Reynolds numbers 100 K and
450 K, respectively.

Figure 13 provides the averaged Nusselt number and friction
factor, as normalized by the corresponding values for the turbulent
flow and heat transfer inside the smooth-tip channel, based on
inlet channel conditions �identical Reynolds numbers�. From this
figure, as expected with an increase in the Reynolds number, it is
obvious that the value of Nu /Nus is decreased while the value of

f / fs is increased. The heat transfer enhancement ratios of the pin-
finned tip two-pass channels over the smooth-tip channel lie be-
tween 1.1 and 2.1, while the increased friction factor ratios lie
between 1.08 and 1.42. Case 4 and Case 5 provide the lowest heat
transfer enhancement, while Case 7 provides the largest heat
transfer enhancement below the Reynolds number of about
450,000. The results indicate that increasing the number of pin
fins does not mean an increased heat transfer enhancement. By
summarizing Fig. 13, the conclusion can be drawn that the heat
transfer and pressure drop of the pin-finned tip two-pass channel
are higher than those of the smooth tip two-pass channel. The
benefit of heat transfer enhancement is substantial, even though
the additional pressure loss is taken into account. Adopting pin
fins increases the tip heat transfer, and hence, improves the cool-
ing of the blade tip being exposed to high thermal load.

A comparison of Nusselt numbers between this work and the
experimental data by Bunker �31� is plotted in Fig. 14. Three
cases, i.e., Case 1, Case 2, and Case 7 are used for examples. The
reason for this selection is that the pin fins of Case 1 and Case 2
have the same geometry as those in the experiments, and for the
experimental data, the case with the highest Nusselt number is
chosen. Since the present definition of Nusselt number is different
from the definition by Bunker �31�, the overall Nusselt number
should be modified into that like Bunker’s definition through the
following transformation, based on energy conservation:

Fig. 11 Local Nusselt numbers of Case 1 and Case 2 at Re
=440,000

Fig. 12 Combination effect of pin-fin parameters on Nusselt
number and pressure drop
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·
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A
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�8�

where A /As is the increased area ratio, which is listed in Table 1,
and Nu�i� is obtained by Eq. �7�. It is found that good agreement
of Nusselt numbers between of Case 1 and that case in Ref. �31�
is achieved. At high Reynolds numbers, Nusselt numbers of that
case in Ref. �31� are about 4–12% higher than those of the
present: Case 2 and Case 7. This might partly be due to the fact
that a difference is present in the geometries of the experimental
samples and the numerical models. In the work by Bunker �31�,
shaped pins having base fillet and tip radius were tested, as shown
in Fig. 14�b�, while in the present paper, constant cross section
�straight� circular pins have been assumed for simplicity. Since the
casting process does not make a perfect cylinder pin, a fillet needs
to be placed at the endwall. The pins tested by Bunker �31� seem
to be of a stepped-diameter type, having the largest diameter at the
base, and then a gradually reduced diameter along the pin height
until the pin tip. With the different layout of the various shaped
pin fins, the augmented area factors are different. As described in
a previous section, the augmented area factors of the present cases
are around 1.7, while the maximum augmented area factor in the
experiments �31� is 2.1. Another reason might be the heat flux

boundary condition. In the experiments by Bunker �31�, a uniform
heat flux was created for the external tip cap by applying a heater
under the endwall surface, while for simplicity in the present nu-
merical study, and as the details of the profiled pin surface heat
flux could not be acquired, a uniform heat flux boundary condition
is prescribed on both the pin-fin surfaces and the endwall surface.
The imperfection of the heat flux boundary condition may there-
fore contribute to the difference between the simulated results and
the experimental data, since in practice, the pin-fin surfaces do not
have a uniform heat flux. These reasons probably explain why the
enhanced heat transfer of the present pin-finned tip is not similar
as those of Bunker’s pin-finned tips �31�. On the other hand, since
the clear details of pressure measurement and location point could
not be picked in Bunker’s experiments �31�, the comparisons of
profiled pressure are not presented in this paper.

5 Overall Comparisons
As mentioned above, the two-pass channel with pin-finned tip

provides a higher Nusselt number associated with a higher pres-
sure drop. Accordingly, it is essential to compare the heat transfer
enhancement performance of the two-pass channels. In the present
paper, two criteria are used to evaluate the overall performance of
the two-pass channels with various pin-fin arrays.

Figure 15 presents a comparison of the averaged Nusselt num-
ber ratio divided by the normalized friction factor ratio for all the
channels. The Nu /Nu0 / �f / f0� parameter is referred to as the Rey-
nolds analogy performance parameter, and the Nu /Nu0 / �f / f0�1/3

parameter provides a heat transfer augmentation quantity. It re-
lates the heat transfer augmentation Nu /Nu0 and the friction fac-
tor increase f / f0 for the same ratio of mass flux in a channel with
augmentation devices to a channel with smooth surfaces. From
Fig. 15�a�, it is found that higher values of the parameter
Nu /Nu0 / �f / f0� are produced by Case 2, Case 6, Case 7, and Case
9. Among these cases, Case 7 offers the highest values. Below the
Reynolds number of 300,000, the values of Nu /Nu0 / �f / f0� of
Case 1, Case 3, and Case 8 are higher than those of the smooth-tip
channels. Beyond the Reynolds number of 200,000, the values of
Nu /Nu0 / �f / f0� of the smooth-tip channels are higher than those
of Case 4 and Case 5. From Fig. 15�b�, it can be clearly seen that

Fig. 13 Normalized Nusselt number and friction factor based
on smooth-tip channel

Fig. 14 Comparison of Nusselt number between simulation
and experimental data by Bunker †31‡
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the highest values of the parameter Nu /Nu0 / �f / f0�1/3 are also
produced by Case 7. Except for Case 4 and Case 5 at Reynolds
numbers being larger than about 450,000, all cases provide higher
values of Nu /Nu0 / �f / f0�1/3 than that of the smooth-tip channel.
Summarizing from this figure, it is suggested, based on the two
criteria, that Case 7 exhibits the best performance, followed by
Case 9 and Case 6.

Figure 16 presents a comparison of the heat transfer coefficients
subject to the required pumping powers for all the channels. From
this figure, it is found that at identical required pumping power,
the pin-finned tip channels �except for the Case 4 and Case 5 at
pumping power being larger than about 5,000 W� offer a higher
heat transfer coefficient, and thereby higher heat transfer enhance-
ment. This indicates that the application of pin fins on the tip
could substantially increase the heat transfer intensity associated
with low additional pressure loss. Therefore, from Figs. 15 and
16, the pin-finned tip two-pass channels �especially for Case 7�
provide good performance for gas turbine blade tip cooling.

6 Conclusions
A parametric study of the three-dimensional turbulent flow and

convective heat transfer over a blade tip has been performed. Nine
models of pin-finned tip channels are considered. The overall per-
formance of all the channels is evaluated. The main conclusions
from this paper can be summarized as follows.

�1� The pin fins are very effective heat transfer enhancement

devices for gas turbine blade tips due to combination of
turn, impingement, and pin-fin crossflow. The pin fins force
the vortices toward the tip wall, and thereby improve the
turbulent mixing of the approaching cold and hot fluids
near the tip.

�2� Compared with the smooth-tip channel, the heat transfer
enhancement of the pin-finned tip channels is up to 2.67.
The pin-fin heat transfer is about 30–40% higher than the
endwall heat transfer.

�3� For the short small pin fins studied in the present paper, the
heat transfer enhancement is influenced slightly by the pin-
fin height, but is affected clearly by the pin-fin diameter and
pin-fin pitches. The performance of heat transfer enhance-
ment on the pin-finned tip depends on the pin-fin configu-
rations and arrangements.

�4� By applying two criteria, it is found that the pin-finned tip
channels provide good overall performance. It is suggested
that application of pin fins for tip cooling is effective with a
high heat transfer enhancement at a moderate additional
pressure loss.
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Nomenclature
A � wall surface area
D � pin-fin diameter

Dh � hydraulic diameter
f � Fanning friction factor

H � pin-fin height
h � heat transfer coefficient
k � fluid-thermal conductivity
N � number of pin fins

Nu � Nusselt number
p � pressure
P � pumping power

qw � wall heat flux
Re � Reynolds number �Re=�uiDh /��

S � spanwise/transverse pin-fin pitch
T � temperature
ui � inlet velocity
X � streamwise/longitudinal pin-fin pitch

Fig. 15 Performance comparison of various tips under Case 1

Fig. 16 Performance comparison of various tips under Case 2
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Greek Symbols

p � pressure drop

� � fluid dynamic viscosity
� � fluid density

Subscripts
0 � fully developed flow channel

ave � averaged/overall
b � defined by Bunker �31�
e � endwall of tip
i � inlet
o � outlet
p � pin fin
s � smooth-tip channel

w � wall
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Equilibrium Molecular Dynamics
Study of Lattice Thermal
Conductivity/Conductance of
Au-SAM-Au Junctions
In this paper, equilibrium molecular dynamics simulations were performed on Au-SAM
(self-assembly monolayer)-Au junctions. The SAM consisted of alkanedithiol
�–S– �CH2�n–S–� molecules. The out-of-plane (z-direction) thermal conductance and in-
plane (x- and y-direction) thermal conductivities were calculated. The simulation finite
size effect, gold substrate thickness effect, temperature effect, normal pressure effect,
molecule chain length effect, and molecule coverage effect on thermal conductivity/
conductance were studied. Vibration power spectra of gold atoms in the substrate and
sulfur atoms in the SAM were calculated, and vibration coupling of these two parts was
analyzed. The calculated thermal conductance values of Au-SAM-Au junctions are in the
range of experimental data on metal-nonmetal junctions. The temperature dependence of
thermal conductance has a similar trend to experimental observations. It is concluded
that the Au-SAM interface resistance dominates thermal energy transport across the
junction, while the substrate is the dominant media in which in-plane thermal energy
transport happens. �DOI: 10.1115/1.4000047�

Keywords: molecular dynamics, thermal energy transport, interface

1 Introduction

Molecular electronic devices have become more and more im-
portant nowadays, and among them, the self-assembly monolayer
�SAM� on metal or semiconductor substrates has drawn much
attention. There were intensive works focused on the electronic
and structural properties of SAM-solid junctions �1–4�. However,
the studies of thermal properties of such junctions are limited, and
knowledge of thermal transport in these junctions is very impor-
tant to the growing fields of molecular electronics and small mol-
ecule organic thin film transistors. Ge et. al �5� measured the
transport of thermally excited vibrational energy across planar in-
terfaces between water and solids that have been chemically func-
tionalized with the SAM using the time-domain thermoreflec-
tance. Wang et. al �6� studied heat transport through the SAM of
long-chain hydrocarbon molecules anchored to a gold substrate by
ultrafast heating of the gold. Patel et. al �7� studied the interfacial
thermal resistance of water-surfactant-hexane systems by non-
equilibrium molecular dynamics.

There are two typical kinds of SAM-solid junctions, one of
them is the SAM-metal junction, which was studied a lot �8,9�.
The other kind is the SAM-semiconductor junction, which is rela-
tively new, but became very popular �10�. In this work, thermal
transport in Au-SAM-Au junctions with alkanedithiols
�–S– �CH2�n–S–� being the SAM molecules is studied using mo-
lecular dynamics �MD�. The reason such junctions are chosen is
that the structural properties, including the absorption site, tilt
angle, coverage, etc., were studied thoroughly �8,9,11,12�, and a
set of reliable classical potentials for MD simulation is available

�13�. In such metal-SAM-metal junctions, the SAM-metal inter-
faces play important roles in thermal energy transport across the
junctions, especially when the system sizes are in the nanoscale
�14�.

In solid materials, there exist two kinds of heat carriers in ther-
mal energy transport: phonons and electrons. Phonons are the
quanta of the lattice vibrational field �15�. Phonons dominate the
thermal energy transport in semiconductors and insulators, while
electrons play important roles in energy transport in metals. In this
work, where the metal-SAM junction exists, it is difficult for elec-
trons in the metal to tunnel through the SAM molecules, and thus,
electron transport is largely depressed by the nonmetal SAM
layer. As a result, the primary goal of this work is to calculate the
lattice thermal conductivities/conductance in both in-plane direc-
tions �x- and y-directions� and out-of-plane direction �z-direction�
of the junctions. Some physical insight of the thermal energy
transport mechanism is done by analyzing vibration coupling be-
tween different groups of atoms. A more detailed analysis of the
thermal transport mechanism across the junctions is being done in
a follow-on work, which uses nonequilibrium MD.

For lattice thermal conductivity calculations, classical MD with
appropriate potential functions was demonstrated to be a powerful
method �16–23�. However, to our knowledge, no work has been
done to investigate the thermal transport properties of metal-
SAM-metal junctions by MD simulation. The equilibrium MD
with the Green–Kubo �24� method was applied successfully to
heterogeneous systems such as superlattices �21� and solid-liquid
interfaces �22,23�. As a result, in the present work, equilibrium
MD is chosen to simulate Au-SAM-Au junctions, and thermal
transport properties are calculated using the Green–Kubo method.
Thermal conductivities and conductance are calculated versus
simulation cell size, temperature, junction thickness, molecular
chain length, molecule coverage �number of molecules on Au sub-
strates�, and simulated normal pressure.
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2 Theory and Simulation
Classical MD is a computational method that simulates the be-

havior of a group of atoms by simultaneously solving Newton’s
second law of motion �Eq. �1�� for the atoms with a given set of
potentials, that is

− �� = F� = m
d2r�

dt2 �1�

where � is the potential energy, F� is the force, m is the atomic
mass, r� is the position vector, and t is the time. By processing the
trajectory obtained from an MD simulation using different statis-
tical techniques, transport properties such as diffusion coefficient
and thermal conductivity can be calculated.

MD was proven to be a powerful tool in nanoscale thermal
energy transport studies �25–27�. There are two different MD ap-
proaches to study thermal transport in solid systems: equilibrium
method and nonequilibrium method �also called direct method�.
The nonequilibrium method is like an experiment. By applying a
heat bath to a system, the thermal conductivity is calculated by the
Fourier’s law of conduction �7,28�. In the equilibrium method, a
system is simulated in an equilibrium state. It relies on small
statistical temperature fluctuations to drive instantaneous heat
fluxes. The thermal conductivity of the system can be calculated
from the heat current autocorrelation �HCAC� function, according
to the Green–Kubo formula �24�. This method was used widely,
and was shown to give good results �29,30�.

According to Green–Kubo relation, the thermal conductivity
tensor k can be calculated with the following equation:

k =
1

VkBTm
2 �

0

�

�J����J��0��d� �2�

where J���� is the instantaneous heat current, �J����J��0�� is the
HCAC function, V is the volume of the simulated system, kB is the
Boltzmann constant, and Tm is the mean temperature during the
production period of a MD simulation. Heat current J� is given by

J� =
�

�t�	j

r� jEj
 �3�

where the subscript j refers to the index of atoms, and Ej is the
total energy including potential and kinetic energy of atom j.
Since Eq. �3� produces heat current vectors, thermal conductivities
in the x-, y-, and z-directions can then be calculated by one single
simulation.

It needs to be noted that in this work, the Green–Kubo method
is used towards the whole junction and calculated lumped thermal
conductivities of the whole junction. The calculated thermal con-
ductivity in the z-direction is a combination of thermal conduc-
tivities of the materials making up the junction. It should not be
considered as a material property, and its value varies when the
system configuration changes.

In any MD simulation, potential functions are critical. In this
work, the well established Hautman–Klein model �13� is em-
ployed. In this model, the light hydrogen atoms of the hydrocar-
bon molecules are not simulated explicitly, but incorporated into
the carbon backbone. Their masses are added to the carbon atoms,
which they bond to, and forming pseudo carbon atoms. The rea-
son for such treatment is that the high frequency vibrational mo-
tions of light hydrogen atoms in the hydrocarbon groups are less
important than the lower frequency movements of the carbon
backbone �13�. Such treatment was demonstrated to be a valid
approach to simplify simulations, and to give good results �30,31�.
Bond stretching, bond bending, and the Ryckaert–Bellemans tor-
sion potentials are used in alkanedithiol molecules for the bonded
interactions. Morse type interactions are used to simulate the in-
teraction between sulfur atoms and gold substrates �32,33�, and
the interaction among gold atoms �34�. The Lennard-Jones poten-

tials, together with the Lorentz–Berthelot mixing rule �35�, �ab

=��a�b, �ab=1 /2��a+�b�, are used to simulate long distance and
intermolecular interactions. The potential function and parameters
are listed in Table 1. All the parameters are from Refs. �13,32�, or
as otherwise specified in the table. In our simulations, a neighbor-
list with cutoff of less than 12.00 Å is used to speed up the cal-
culation �in our code, the neighborlist cutoff radius is compared
with dimensions of the system, and it is adjusted automatically to
avoid double counting�. This neighborlist is not updated after the
structure is optimized, due to the fact that there should not be
large atomic displacements other than vibrations about the equi-
librium positions in the solid phase system. For every simulation,
five separate runs with different random initial conditions were
performed. The resulting values are averaged over the five runs.

The structures of Au-SAM-Au junctions studied in this work
are shown in Fig. 1. The junctions consist of two gold substrates
with the SAM in between. –S– �CH2�8–S– is used as the SAM
molecule for all simulations except those in Sec. 3.7. Figure 1
shows systems with different cell sizes in the x- and y-directions.
In this figure, Fig. 1�a� is a system with four molecules, Fig. 1�b�
is a system with 16 molecules, and Fig. 1�c� contains 36 mol-
ecules. In all these systems, each substrate contains 12 layers of
gold atoms. The procedures to prepare the junctions are as fol-
lows. First, 1 Au�111� substrate is optimized using the Morse po-
tential �Figure 2�a��. Then, a number of SAM molecules are im-
planted on the gold substrate with the sulfur heads placed in the

Table 1 Potential functions with parameters used in the
simulations

Potential Function forms and parameters

Bond stretching
S–C
C–C

Us =
1

2
ks�r − ro�2

where ks=14.00224 eV /Å2, ro=1.523 Å
�for C–C �, and ro=1.815 Å �for S–C�

�4�

Bond bending
S–C–C
C–C–C

U� =
1

2
k��� − �o�2

where k�=5.388 eV / rad2, �o=109.5
�for C–C–C�, and �o=114.4 �for S–C–C�

�5�

Ryckaert–Bellemans
torsion
S–C–C–C
C–C–C–C

Ut = 	
i=0

5

ai cosi���

where � is the dihedral angle
a0=0.09617 eV, a1=0.125988 eV,
a2=−0.13598 eV, a3=−0.0317 eV,
a4=0.27196 eV, a5=−0.32642 eV

�6�

Lennard-Jones with
Lorentz–Berthelot
mixing rule

UL-J = 4����

r

12

− ��

r

6


where � and � are determined by
mixing rule �35�
for C: �=0.00513 eV, �=3.914 Å

�7�

for S that interact with other atoms
other than S: �=0.01086 eV, �=3.550 Å
for Au: �=0.001691 eV, �=2.934 Å �36�
for S–S interaction: �=0.01724 eV,
�=4.250 Å

Morse
Au–Au
Au–S

UM = De��1 − e−a�r−rmo��2 − 1.0�

where De=0.475 eV �for Au–Au� �34�,
De=0.380 eV �for Au–S� �33�, a=1.583 Å−1

�for Au–Au�, a=1.470 Å−1 �for Au–S�,
rmo=3.0242 Å �for Au–Au�, and

rmo=2.650 Å �for Au–S�

�8�
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threefold hollow sites of the Au�111� surface, thus forming a lat-
tice with lattice constant of 4.99 Å �8,12,37� �Figure 3�. The three-
fold site was reported to be the most stable site for SAM mol-
ecules absorption �8,37�. The molecules are then relaxed at 100 K
until all molecule atoms attained their equilibrium positions �Fig.
2�b��. Finally, the other optimized gold substrate is imposed on
top of the SAM �Fig. 2�c��. The equilibrium cell dimension in the
z-direction was found to be about 68.10 Å. It was reported that the
tilt angle does not change much at a temperature range from 50 K
to 300 K �37�. In this work, the temperature effect on the tilt angle
was ignored so that the simulation cell size in the z-direction
remains unchanged throughout the temperature range �50–350 K�.

In MD simulations, there is a limitation on the number of atoms
that can be handled, due to the capability of the computing hard-
ware. Thus, the thickness of the gold substrate must be limited to
tens of angstroms. However, in reality, the gold substrates are
often thick �several hundred microns�, and their properties are
close to bulk solids. The periodic boundary condition �PBC� in the
z-direction was used to compensate the thickness limit in our
simulations. The validation of this treatment is discussed in Sec.
3.2. Besides the PBC, the free boundary condition is also used in
some simulations for comparison. PBCs are used in the x- and
y-directions with no exception. A simulation system, which con-
tains 4 SAM molecules and 12 gold atoms in each substrate layer,
is defined as a unit cell �see Fig. 1�a��. It has a dimension of 9.99
Å in the x-direction, and 8.652 Å in the y-direction. The unit cell
is expanded in the x- and y-directions to obtain the simulation
supercells. Supercells with sizes of 1�1, 2�2, and 3�3 unit
cells, which correspond to systems with 328, 1312, and 2952 at-
oms, are presented in Fig. 1.

The simulation procedure is as follows. �1� All atoms started
moving from their equilibrium positions with random initial ve-
locities. �2� Nose–Hoover thermostats were applied to the system
for a long time �	25 ps� to make sure that the system reached the
target temperature. �3� Thermostats were then released, and an
equilibration period of 150 ps was performed. �4� A production
run was performed, in which the HCAC function was calculated.
�5� The HCAC function was integrated, and the resulted thermal
conductivity was plotted to find a convergence value.

3 Results

3.1 Defining the Value of Thermal Conductivity. A typical
normalized HCAC function profile is presented in Fig. 4. It can be
seen that fast fluctuations are imposed on the overall profile,

Fig. 2 Procedures of preparing the Au-SAM-Au simulation
system: „a… one gold substrate is optimized by Morse potential,
„b… alkanedithiol molecules are implanted on the substrate and
the whole system is relaxed using the potentials specified in
Table 1, and „c… the other optimized substrate is imposed on
top of the alkanedithiol molecules

Fig. 1 Simulated Au-SAM-Au systems of different sizes: „a… a
1Ã1 system of 328 atoms „4 alkanedithiol molecules and 288
gold substrate atoms…, „b… a 2Ã2 system of 1312 atoms „16
alkanedithiol molecules and 1152 gold substrate atoms…, and
„c… a 3Ã3 system of 2952 atoms „36 alkanedithiol molecules
and 2592 gold substrate atoms…

Fig. 3 Absorption sites and tilt directions of SAM molecules
on Au„111… surface †37‡. Open circles are gold atoms on the
surface of substrate. Filled circles are sulfur heads which are
absorbed on the substrate surface. Arrows represent tilt direc-
tions of SAM molecules. Dashed lines form the boundary of the
simulation system and dotted lines represent SAM lattice
constants.
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which make the integration in Eq. �2� nontrivial. The fast fluctua-
tions are believed to be from the optical phonons �19,30�. Since
the bulk gold will have only acoustic phonons �38�, the optical
phonons are the result of the presence of SAM molecules, which
have optical branches in the phonon dispersion �39�. The calcu-
lated thermal conductivity profiles are different in different simu-
lations �see Fig. 5�. For thermal energy transport in the out-of-
plane direction with free boundary conditions, phonons traveling
across the junction will be scattered at two Au-SAM interfaces,
and they will also be scattered at the free Au surfaces at the ends
of the simulation cell. Then this will further reduce the out-of-
plane thermal conductivity �40�. However, in the in-plane direc-
tions, no such scattering exists, and the thermal conductivity ex-
hibits a smoother profile in these directions. To extract the thermal
conductivity from different profiles, three methods were used to
find the convergence areas. The thermal conductivity profile in
Fig. 5�a�, where a flat area exists, is encountered in some integra-
tions for z-direction thermal conductivities. Similar thermal con-
ductivity profiles were also found by McGaughey and Kaviany
�19�, who used a running average to define the convergence re-
gion. In the present study, since the flat area is obvious, we define
the convergent thermal conductivity values by directly averaging
the values over the flat area. For profiles like Fig. 5�b�, which

Fig. 4 A typical normalized HCAC function

Fig. 5 Thermal conductivity profiles obtained from the calculations: „a… profile that has a flat area, „b… profile that has an
overall fluctuation minimized area, „c… profile whose value fluctuates about 0, and „d… profile with a first overall peak
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appeared in many z-direction integrations, a convergence area is
chosen, where the overall profile fluctuates around a mean value,
and the overall fluctuation �overall fluctuation refers to the fluc-
tuation with lower frequency, compared to the high frequency
fluctuations� magnitude becomes a minimum. Such convergence
area was similar to the “neck region” seen in Ref. �19�. Thermal
conductivities are found by averaging values over the conver-
gence area. For systems with free boundary conditions in the
z-direction, the integration profiles are shown to be like Fig. 5�c�,
where the value converges to 0. For profiles seen in Fig. 5�d�,
which are found in most integrations in the x- and y-directions, the
averaged value around the first overall peak is used. Such a
method is similar to the “first-dip” method �20�, which was found
valid for the thermal conductivity calculation for crystalline

–SiC. In all the different profiles except Fig. 5�c�, the data is
averaged over no less than 5000 steps, which equals to 2.5 ps.

3.2 Boundary Conditions. As seen in Fig. 5�c�, the simula-
tion with the free boundary condition gave thermal conductivities,
which were approximately 0. There are two possible reasons for
such results: �1� The free boundaries add very large boundary
resistance to the entire Au-SAM-Au junction, which makes the
conductivity of the junction very small; or �2� the ultra thin �2–5
nm� substrates depressed the excitation of many phonon modes,
so there were only very limited modes available for thermal en-
ergy transport. However, in practice, the substrates are not as thin
as several tens of nanometers. To make our simulation reflect
greater reality, PBC is used in the z-direction. With the PBC in the
z-direction, and an appropriate neighborlist cutoff �less than 12 Å
in this work�, the gold atoms in one substrate can interact with the
image gold atoms of the other substrate, while they do not interact
with the image SAM molecule atoms if the interaction cutoffs are
smaller than the substrate thickness. In this sense, the gold sub-
strates are not isolated thin layers with free surfaces at the junc-
tion ends, but rather, they work as thick chunks of gold.

3.3 Finite Size Effect. In MD simulations, the sizes of the
simulation cells usually affect the results. To investigate the finite
size effects in the x- and y-directions, thermal conductivity calcu-
lations were performed at 100 K on 1�1, 2�2, and 3�3 sys-
tems, with 12 layers of gold atoms on each substrate. Both the
PBC and free boundary condition were used in the z-direction.
PBCs are used in the x- and y-directions for all cases. The results
are listed in Table 2. The results from 2�2 and 3�3 systems do
not differ from each other significantly when the errors are taken

into account. This means that, in the x- and y-directions, the 2
�2 system is sufficient for our simulations. In the rest of the
work, all simulations use the 2�2 system.

3.4 Substrate Thickness Effect. In the simulations, the
z-direction is a special direction since it is the cross direction of
the Au-SAM-Au junction. Energy transport has to cross two Au-
SAM interfaces in this direction. In order to investigate thermal
transport across the interfaces, the influence from the limited
thicknesses of the substrates should be minimized. The substrate
thickness effect on thermal conductivities/conductance for a 2
�2 system was studied by changing the number of gold layers in
the substrates. All the following cases have PBCs in all three
directions, and all simulations are carried out at 100 K. To inves-
tigate the effect of SAM molecules on the substrate in-plane ther-
mal conductivities, the system without SAM molecules is studied.
The results are presented in Table 3.

To compare the z-direction results, thermal conductance should
be the property to be compared, as it is mentioned in Sec. 2 that
the thermal conductivity kz is structural dependent rather than an
intrinsic property of the junctions. Thermal conductance G is de-
fined by q=G •�T, where q is the heat flux normal to the junction
interfaces, and �T is the temperature difference across the junc-
tion. G is related to kz by

G = kz/L �9�

where L is the thickness of the junction. In Table 3, the thermal
conductance does not exhibit monotonic decrease when the sub-
strates are thickened from 6 layers to 36 layers of gold, as one
would intuitively expect. It is believed that the discrepancies of
thermal conductance among systems with different Au thicknesses
are not from the thickness size effect but from other factors such
as the difficulty of defining the convergence thermal conductivity
value and the limited number of runs used to get the mean values.
The effects of these factors are reflected in the error bars. The total
thermal resistance of the junction can be written as a serial com-
bination of resistances of different parts that make up the junction

Rtotal = 2 � Rsubstrate + 2 � Rinterface + RSAM �10�

Consider the relation between resistance and conductance

G = 1/R �11�

Eq. �10� becomes

Table 2 Finite size effect on thermal conductivities

System size 1�1 2�2 3�3 2�2 3�3

Boundary condition in z-direction PBC PBC PBC Free Free
No. of atoms 328 1312 2952 1312 2952
kx �W /m K� 4.9�1.0 17.6�3.0 22.5�7.4 12.5�2.7 13.8�2.7
ky �W /m K� 4.6�1.0 19.4�3.4 14.6�3.3 10.8�1.6 9.5�1.7
kz �W /m K� 1.2�0.2 1.8�0.3 1.8�0.4

Table 3 Substrate thickness effect on thermal conductivities and thermal conductance

No. of gold layers 6 12 18 24 36
12

�no SAM�

Thickness L of the whole junction �Å� 39.42 68.10 96.73 125.67 182.90 68.10
kx �W /m K� 9.1�1.5 17.6�3.0 23.9�5.6 27.9�4.3 36.3�8.3 18.6�1.6
ky �W /m K� 7.8�1.1 19.4�3.4 23.5�4.5 19.8�6.2 25.3�7.4 19.8�4.7
kz �W /m K� 1.3�0.2 1.8�0.3 2.5�0.6 3.8�1.2 4.9�0.5 0
G �MW /m2 K� 327�58 261�46 258�66 302�95 268�30
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1

Gtotal
= 2 �

1

Gsubstrate
+ 2 �

1

Ginterface
+

1

GSAM
�12�

Due to the large conductance of gold substrates, the first term
1 /Gsubstrate becomes negligibly small �in reality, bulk gold has a
thermal conductivity of 318 W /m K, which leads to a conduc-
tance G of about 1.2�105 MW /m2 K for a substrate with thick-
ness of 26.2 Å. The corresponding resistance R is 8.3
�10−6 m2 K /MW, and it is negligible compared to other terms.
As stated in Sec. 1, the electron transport contribution to the ther-
mal transport is ignored since it is hard for electrons to tunnel
through the SAM molecules. Due to this and the substrate thick-
ness effects, the Au lattice thermal conductivity should be smaller
than 318 W /m K. However, even if the calculated thermal con-
ductivities ��20 W /m K� in the x- and y-directions are used, the
resistance comes out to be �1.3�10−4 m2 K /MW, which con-
tributes only 3% of the total resistance. Wang et. al �6� found that
the energy transport along the SAM molecule chains was ultrafast
�0.95 nm/ps�, which suggests that the thermal resistance inside the
molecule itself is very small. Henry and Chen �39�, using an equi-
librium MD simulation with the Green–Kubo formula, also found
that a single polyethylene molecule has a thermal conductivity
higher than 100 W /m K along the chain. As a result, the total
thermal resistance of the junction is way larger than the resis-
tances of the Au substrate and SAM molecules. Therefore, the
junction thermal resistance is dominated by the SAM-Au inter-
faces. Since there are no strong intermolecular interactions among
the discrete SAM molecules, the energy transport from one mol-
ecule to another should be weak. Comparing the results of the
systems with and without SAM molecules �the sixth case in Table
3�, one can see that the existence of SAM molecules does not
affect the in-plane thermal transport. It is also found that for the
system without SAM molecules connecting the two Au substrates,
the out-of-plane thermal conductance becomes 0, as expected. We
then believe that the in-plane �x- and y-direction� thermal trans-
port mostly happens in the crystalline gold substrates, and SAM
molecules present channels for out-of-plane thermal conduction.
From Table 3, it can be seen that in the x- and y-directions, the
supercell with thickness of 68.10 Å still suffers from the finite size
effect for the in-plane thermal transport. However, if the dimen-
sion in the z-direction is too large, the calculation becomes too
demanding to handle with the current code. For the junctions in
our work, what is really important is the out-of-plane �z-direction�
thermal transport, and the 12 layer substrates have shown to be

thick enough to ignore the thickness effect on the thermal conduc-
tance in the z-direction �see Table 3�. As a result, substrates with
12 gold layers are used in all the simulations.

3.5 Temperature Effect. One of the topics investigated in
this work is the temperature dependence of thermal conductivity/
conductance. Figure 6 shows the in-plane results of a system with
free boundary conditions. The solid lines are power fits to the
discrete data. Data for simulations that use PBC in the z-direction
are shown in Fig. 7. From the fitted line, the temperature depen-
dence of the calculated lattice thermal conductivities in the in-
plane directions �x- and y-directions� shows the same trend as that
found in simulations with free boundary conditions �Fig. 6�,
which declines with increased temperature, and the same trend is
found in thermal conductivities of crystalline solids �20,41�. For
thermal conductance in the out-of-plane direction �Fig. 7�b��, a
comparison with the experimental data of Wang et al. �42� on
Au-SAM-GaAs junctions was done �see Fig. 10�. In the work of
Wang et. al �42�, Au-alkanedithiols-GaAs junctions were studied,
which are different from the Au-alkanedithiols-Au junctions stud-
ied here. In practical experiments, the alkanedithiols lattice on the
GaAs substrate is not as perfect as that on the Au substrate in our

Fig. 6 Temperature dependence of in-plane thermal conduc-
tivities of systems with free boundary condition in z-direction

Fig. 7 Temperature dependence of thermal conductivities and
conductance of systems with PBC in z-direction: „a… thermal
conductivities in x-, y-, and z-directions, and „b… thermal con-
ductance of the Au-SAM-Au junction
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work, and the molecules are not always upstraight, while some of
them lay down. As a result, the effective molecule-substrate con-
tacts are not as good as the ones studied in this paper, which are
perfect contacts �43�. So, it is not a surprise that our data are much
larger than the experimental data of Wang et. al �42�. Although the
absolute values are not comparable, the trend of the discrete data
is similar. The mean thermal conductance increases at low tem-
peratures as the temperatures rises, and becomes almost un-
changed at higher temperatures �	150 k�. We are not aware of
any experimental thermal conductance data on the exact same
junction that is studied here at a temperature range from 50 K to
350 K. However, for metal-nonmetal interfaces, the experimental
thermal conductance is reported to be 8
G
700 MW / �m2 K�
�44–46�. In our work, as can be seen in Fig. 7�b�, the thermal
conductance ranges from 200 MW /m2 K to 300 MW /m2 K,
which falls in the above range. Ge et. al �5� reported the Au-
�hydrophobic SAM�-water interface to have thermal conductance
of 50�5 MW / �m2K�, and a conductance of 100�20 MW /
�m2 K� for the Au-�hydrophilic SAM�-water interface. Wang et.
al. �6� reported a thermal conductance of 220�100 MW / �m2 K�
for a Au-SAM junction. It can be seen that our data is on the same
order of available experimental data.

3.6 Simulated Normal Pressure Effect. The external normal
pressure effect on the thermal conductivity/conductance was
simulated by decreasing the dimension of the simulation cell in
the z-direction at 100 K because there is no way to apply forces on
the free surfaces of the Au substrates when the PBC is used in the
z-direction. In this way, the junction would feel “pressure” as the
junction is compressed by the decreased cell dimension in the
z-direction. The z-direction dimension was decreased by 1 Å with
an interval of 0.2 Å. The Young’s modulus, calculated using GULP

�47�, ranged from 3.5 GPa to 118 GPa as the z-direction dimen-
sion decreases. According to the GULP calculations, the Young’s
modulus of pure Au was 341 GPa in the z-direction �111 direc-
tion�. It was the presence of SAM, which resulted in a lower
Young’s modulus of the junction, compared to pure Au �Note: The
calculated bulk modulus of Au using GULP is 173.2 GPa, which is
identical to the experimental result of 173 GPa. However, the
calculated Young’s modulus of 341 GPa in the z-direction is much
higher than that of the bulk Au �78 GPa� from experiments. A
possible reason is that the calculated Young’s modulus is in a
specified crystal axis, which is a more rigid direction.� The 0.2 Å
decrease in dimension thus corresponds to pressure increases
ranging from 10 MPa to 350 MPa, which are very large pressure
changes. The calculated results are shown in Table 4 and Fig. 8. In
Fig. 8, where the z-direction thermal conductance is presented, no
pressure dependence was observed when error bars are consid-
ered. The reason for such a result could be that the SAM-Au
interface resistances are the dominate factors, which impeded the
thermal energy transport across the junction �detailed discussions
were presented in Sec. 3.4�. Although the junction is under pres-
sure, due to the flexibility of the chain-like alkanedithiol mol-
ecules, the structure will adapt itself to the small dimension
change in the z-direction, and thus, the local dynamics around the

SAM-Au interface does not change much. As a result, the inter-
face resistance is not much affected. The thermal conductivities in
the x- and y-directions do not show any pressure dependence �see
Table 4�.

3.7 Chain Length Effect. Systems with different al-
kanedithiol molecule chain lengths were also studied. The thermal
conductivities of junctions with –S– �CH2�8–S–, –S– �CH2�9–S–,
and –S– �CH2�10–S– were calculated at temperatures ranging
from 50 K to 350 K. The in-plane thermal conductivities at 100 K
are tabulated in Table 5, and they do not exhibit any chain length

Table 4 Simulated pressure dependence of thermal
conductivities/conductance in x-, y-, and z-directions

Thickness
�Å�

kx
�W /m K�

ky
�W /m K�

kz
�W /m K�

G
�W /m K�

68.10 22.2�3.4 16.4�3.0 1.8�0.3 265�44
67.90 14.5�4.8 21.8�10.2 2.0�0.6 295�88
67.70 15.9�3.2 21.7�6.5 2.1�0.4 310�59
67.50 14.7�6.6 18.1�6.3 2.2�0.3 326�44
67.30 18.1�4.6 17.3�4.0 2.3�0.2 342�30
67.10 18.3�8.0 18.1�7.2 2.2�0.2 328�30

Table 5 Chain length effect on thermal conductivities in x- and
y-directions at 100 K

Chemical formula S2�CH�8 S2�CH�9 S2�CH�10

kx �W /m K� 17.6�3.0 14.9�4.1 22.1�8.2
ky �W /m K� 19.4�3.4 19.3�3.4 16.3�1.7

Fig. 8 Out-of-plane thermal conductance vs. simulation cell
thicknesses

Fig. 9 Temperature dependence of Au-SAM-Au junction ther-
mal conductance with different alkanedithiol chain lengths
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dependence. The out-of-plane thermal conductance is plotted in
Fig. 9. Solid lines are power fits of discrete data.

Considering the errors, the thermal conductance values of junc-
tions with different chain lengths are not very different from each
other. However, the mean values revealed weak chain length de-
pendence: As the chain become longer, the out-of-plane thermal
conductance decreased slightly. This makes sense if one considers
the extreme cases of chain lengths equal to 0 and infinity. The
thermal conductance should decrease from the maximum value
for junctions with no SAM to 0 when the substrates are separated
by infinitely long chains. Such a trend coincides with the experi-
mental measurements of Wang et. al �42� on Au-SAM-GaAs junc-
tions �see Fig. 10�. The reason that there is no obvious thermal
conductance change should still be that the SAM-Au interface
resistance dominates the energy transport ability in the z-direction,
while the chain-like molecules themselves have very small resis-
tances. It can be concluded that the limited chain length change
�from –S– �CH2�8–S– to –S– �CH2�10–S–� does not have a sig-
nificant effect on thermal transport ability of the junctions.

3.8 SAM Molecule Coverage Effect. To change the mol-
ecule coverage on the Au substrate, the number of molecules at-
tached to the substrate surface was changed. With PBCs in the x-
and y-directions, every alkanedithiol molecule is equivalent. Mol-
ecules were deleted symmetrically so as to keep symmetries.
Thermal conductivities/conductance of systems with 16, 14, 12,
10, and 8 alkanedithiol molecules were calculated and presented
in Table 6.

From Table 6, no trend of in-plane thermal conductivities is
found. The mean value of out-of-plane thermal conductivities/
conductance decreases with the decrease in coverage as expected.
In Au-SAM-Au junctions, thermal energy is transported from one
substrate to another through the discrete alkanedithiol molecules.

These molecules are like channels through which energy passes.
When the number of molecules decreases, energy transport chan-
nels are decreased. As a result, thermal energy transport becomes
more difficult, and conductance becomes smaller.

3.9 Vibration Coupling Analysis. To investigate how effi-
ciently the thermal energy is transported from the substrate to the
discrete molecules, the vibrational power spectra of Au atoms in
the substrate, sulfur atoms, and carbon atoms in the alkanedithiol
molecules were calculated �see Fig. 11�. The calculations were
done by performing Fourier transforms of the velocity autocorre-
lation functions. Two layers of Au atoms and 16 sulfur heads,
which form an interface, were chosen as the samples from which
the velocity autocorrelation functions were calculated. Trajecto-
ries of 16 carbon atoms bonded to the sulfur heads were sampled
to calculate the vibration power spectra of the carbon atoms. It can
be seen that both the Au atoms and the S atoms have largely
populated low frequency modes �
10 THz�, which results in
large spectra overlap. Compared to some interfaces with almost
no overlap in vibration spectra �48�, the coupling is regarded to be
strong. It is believed that the relatively large coupling is due to the
strong Morse interaction between the Au and S atoms. Although
the vibration coupling between Au and S appears to be strong, the
discrete SAM molecules limit the number of channels available
for thermal energy transport, and thus, they significantly influence
the heat transfer efficiency. As a result, the Au-SAM interface
presents a large resistance to the junction. It also can be seen that
the overlap of S and C spectra spans over frequencies up to about
22 THz, which facilitate the thermal transport inside the molecule
chains. The calculated thermal conductance values in this work
are close to those of the interface conductance values of water-
surfactant heads �300�40 MW / �m2 K��, hexane-surfactant
tails �370�40 MW / �m2 K��, and benzene-surfactant tails
�200�30 MW / �m2 K��, which also have large vibration cou-
pling �7�. The C84-organic solvent interface thermal conductance
found by Huxtable et. al. �48� �10–20 MW / �m2 K�� has almost
no vibration spectra overlap, and is much lower than our data.

4 Summary and Conclusion
The present work calculated thermal conductivity/conductance

of Au-SAM �alkanedithiol�-Au junctions using equilibrium classi-
cal MD with the Green–Kubo method. PBCs were used in the x-
and y-directions. Both the free boundary condition and PBC were
used in the z-direction. The effect of the simulation finite size was

Fig. 10 Experimental data of temperature dependence of Au-
SAM-GaAs junction thermal conductance with different al-
kanedithiol chain lengths †42‡

Table 6 Molecule coverage „refers to the number of al-
kanedithiols in a 2Ã2 simulation cell… dependence of thermal
conductivities and thermal conductance

Coverage �No. of
thiols/simulation cell�

kx
�W /m K�

ky
�W /m K�

kz
�W /m K�

G
�MW / �m2 K��

16 17.6�3.0 19.4�3.4 1.8�0.3 261�46
14 13.1�1.6 10.6�2.2 1.8�0.3 257�48
12 20.9�4.0 13.7�4.8 1.6�0.2 233�26
10 14.5�4.7 15.8�4.1 1.3�0.2 185�26
8 17.3�6.5 17.8�4.2 1.0�0.1 148�19

Fig. 11 Normalized vibrational power spectra of Au substrate,
sulfur heads, and carbon atoms
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investigated. Vibration coupling was analyzed to explore the
mechanism of thermal energy transport between Au substrates and
SAM molecules. Due to the limited thermal transport channels
presented by the discrete SAM molecules, thermal energy trans-
port across the interface is not efficient even though the Au–S
vibration coupling appears to be strong, and thus, the interface
resistance is large. From the phononic point of view, the Au-SAM
interfaces present scattering sites, which scatter and reflect the
phonon wave packets. Only a part of the phonon energy is trans-
mitted through the interfaces, and this leads to interface resis-
tance. Temperature dependence, molecule chain length depen-
dence, substrate thickness dependence, pressure dependence, and
alkanedithiol molecule coverage dependence of thermal
conductivities/conductance were studied. The results show that
the thermal conductance in the out-of-plane direction �z-direction�
increases with temperature increase at temperatures below 150 K,
and remains almost unchanged at temperatures above 150 K. The
in-plane thermal conductivity displayed a bulk crystal lattice ther-
mal conductivity behavior, which decreases with the increase in
temperature. It was also observed that the junction thermal con-
ductance does not have obvious molecule chain length depen-
dence �chain length from –S– �CH2�8–S– to –S– �CH2�10–S–�.
Substrate thickness does not seem to affect the thermal conduc-
tance across the junction. Pressure dependence is also not obvious
in Au-SAM-Au junctions. These three observations demonstrate
that it is the Au-SAM interface that dominates the thermal trans-
port across the junction. The alkanedithiol molecule coverage has
an effect on the out-of-plane direction thermal transport. The ther-
mal conductance decreases obviously with coverage decrease,
due to the reduced number of energy transport channels. All
the calculated thermal conductance values are between
200 MW / �m2 K� and 300 MW / �m2 K�, which is inside the ex-
perimentally measured range of metal-nonmetal interfaces.
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Nomenclature
�T � temperature difference across the

junction
� ,� � parameters for Lennard-Jones potential

� � dihedral angle of four body group
� � potential energy

a0 ,a1 ,a2 ,a3 ,a4 ,a5 � parameters for torsion potential
De ,a ,rmo � parameters for Morse potential

Ej � total energy of atom j
F� � force vector
G � thermal conductance

J��� � heat current at instant �
k � thermal conductivity

kB � Boltzmann constant
ks ,ro � parameters for bond stretching potential

L � junction thickness
m � atomic mass
q � heat flux normal to the junction

interfaces
r� � position vector
R � thermal resistance
t � time

Tm � mean temperature of a simulation
UL-J � potential energy of Lennard-Jones

potential
UM � potential energy of Morse potential

Us � potential energy of bond stretching
potential

Ut � potential energy of torsion potential
V � volume of simulation system
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Ultra-Low Thermal Conductivity
in Nanoscale Layered Oxides
The cross-plane thermal conductivity of several nanoscale layered oxides SiO2 /Y2O3,
SiO2 /Cr2O3, and SiO2 /Al2O3, synthesized by e-beam evaporation was measured in the
range from 30 K to 300 K by the 3� method. Thermal conductivity attains values around
0.5 W /m K at room temperature in multilayer samples, formed by 20 bilayers of 10 nm
SiO2 /10 nm Y2O3, and as low as 0.16 W /m K for a single bilayer. The reduction in
thermal conductivity is related to the high interface density, which produces a strong
barrier to heat transfer rather than to the changes of the intrinsic thermal conductivity
due to the nanometer thickness of the layers. We show that the influence of the first few
interfaces on the overall thermal resistance is higher than the subsequent ones. Anneal-
ing the multilayered samples to 1100°C slightly increases the thermal conductivity due to
changes in the microstructure. These results suggest a route to obtain suitable thermal
barrier coatings for high temperature applications. �DOI: 10.1115/1.4000052�

Keywords: dielectric oxides, ultra-low thermal conductivity, multilayers

1 Introduction
Decreased efficiencies in energy conversion systems, turbine

blade protection, and failure in power microelectronic circuits are
the driving forces toward the development of new thermal protec-
tive and insulating materials as part of the operating components.
Thermal barrier coatings �TBC�, based on ceramic insulators, was
used for the past 3 decades to protect and extend the life of me-
tallic superalloys, which need to withstand high temperature loads
during turbine operation �1�. The selection of TBC materials is
restricted by several requirements such as chemical inertness, low
thermal conductivity, high melting point, thermal expansion
match with the substrate, and phase stability. A very low thermal
conductivity is necessary to protect the bulk material from high
temperatures that will degrade it �2�. For a long time, it was con-
sidered that the thermal conductivity of amorphous oxides or
strongly disordered crystalline oxides represented a lower limit to
the thermal conductivity, with values lying in the range 1.3��
�4.0 W /m K at room temperature �3,4�. Therefore, amorphous
oxides such as fused Silica and Yttria stabilized Zirconia �YSZ�
are still currently used as TBC materials �5–9�.

Recently, nanostructured coatings have emerged as alternative
candidates, and have received widespread attention, because of
their improved properties with respect to simpler structures. For
instance, the thermal conductivity of YSZ as a function of grain
size, which is 10 nm to 100 nm, was measured by Yang et al. �10�
up to 500 K. The thermal conductivity of the 10 nm size nano-
structured sample is reduced to half that of the coarse-grained
structure in the whole temperature range. Although a large variety
of multilayer, nanostructured, fluorite, and pyrochlore oxides ma-
terials were analyzed �11–13�, none of them exhibits thermal con-
ductivities below the amorphous limit of the disordered oxides at
room temperature. On the other hand, it is well known that in a
region of joining two solids exists a thermal boundary resistance

�TBR� or Kapitza resistance that produces a temperature discon-
tinuity, in response to impede the flow of heat of an applied heat
flux. Experimental values of the TBR typically span from
10−7 m2 K /W−1 to 10−9 m2 K /W−1. These values have only a
small influence on the thermal conductivity of bulk materials;
however, as the system becomes of nanometer size, the interfacial
effect may become significant, and heavily influence the effective
thermal conductivity �14,15�. Thus, it is expected that materials
engineered with high interface densities by alternating nanolayers
of dissimilar materials may effectively reduce the perpendicular
thermal conductivity below the amorphous limit. A first attempt
was pursued by Cahill et al. �16� by growing multilayers of
SiO2 /YSZ of different thickness. They found that the thermal
conductivity in the perpendicular direction was not significantly
reduced, compared with single layers with values around
1.3 W /m K at room temperature. The authors concluded that the
thermal resistance associated to the interface between the two ma-
terials was in the low 10−9 m2 K /W−1 range, and therefore, the
impact on the effective thermal conductivity was negligible. Other
reports have addressed the achievement of very low thermal con-
ductivities by growing thin film multilayers of dissimilar materi-
als. Costescu et al. �17� were the first to report a very low value of
0.6 W /m K at 300 K for 3 nm thick W /Al2O3 nanolaminates.
More recently, an ultra-low value of 0.05 W /m K was achieved
in multilayers of crystalline WSe2, a material with weak bonding
interactions in the perpendicular direction between W and Se
planes �18�. However, these layers may not be adequate for high
temperature applications precluding a potential use as thermal bar-
rier coatings.

In the present paper, we exploit the presence of a high-density
of interfaces between several types of oxides including
SiO2 /Y2O3, SiO2 /Cr2O3, and SiO2 /Al2O3, to achieve ultra-low
thermal conductivity values in nanostructured layered materials
with sufficient thermal stability to be potential candidates for ther-
mal barrier coatings.
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2 Experimental Section
Multilayer samples of SiO2 /Al2O3, SiO2 /Cr2O3, and

SiO2 /Y2O3, with different modulation lengths, were prepared by
alternate electron beam physical vapor deposition �EB-PVD� from
pure pellets on thermally oxidized Si �001� substrates. EB-PVD is
the technique of choice for TBC components, since in spite of
their higher thermal conductivity, they have a longer life, and are
more reliable than plasma-sprayed coatings �1�. The substrates
were cleaned in running deionized water, and rinsed with 5% HF;
this procedure was repeated 3–5 times to ensure the cleanliness of
the Si surface prior to the growth of a 100 nm thick thermal oxide.
Before introduction in the high-vacuum deposition chamber, the
substrates were cleaned again with deionized water, and dried
with N2. The deposition rate of the different oxides was fixed at
around 0.25 nm/s, by using a previously calibrated quartz crystal
monitor. Multilayers composed by 20 bilayers of 5 nm/5 nm
nominal thicknesses of SiO2 /Al2O3, SiO2 /Cr2O3, and SiO2 /Y2O3
�group 1, see Table 1� were grown with a total thickness of 200
nm. In addition, multilayers of SiO2 /Y2O3 formed by 20 bilayers
of 3 nm/6 nm, 5 nm/10 nm, and 10 nm/20 nm �group 2� were also
deposited, in order to study the influence of the bilayer thickness
on the thermal conductivity while keeping the number of inter-
faces constant. We also changed the number of SiO2 /Y2O3 mul-
tilayers from 1 to 30, maintaining the bilayer thickness constant at
20 nm �group 3�, to analyze the influence of the number of inter-
faces on the effective thermal conductivity.

Table 1 summarizes the different samples. Thickness was mea-
sured by cross-sectional scanning or transmission electron micros-
copy images. In all cases, deposition started with Yttria, and fin-
ished with a SiO2 layer. Samples of group 1: 1-SA20–5T,
1-SC20–5T, and 1-SY20–5T, were heat treated at 1100°C during
2 h in nitrogen atmosphere, to analyze the impact of a high tem-
perature treatment on the thermal conductivity. The pairs of ma-
terials, SiO2 /Al2O3, SiO2 /Cr2O3, and SiO2 /Y2O3, were chosen,
due to their immiscibility up to 1200°C to avoid the formation of
intermediate phases upon heating and/or to reduce grain growth
that could adversely affect the thermal behavior �19–21�. Thicker
films of 200 nm of amorphous SiOx grown by electron beam and
200 nm of nanocrystalline Y2O3, to be used as reference for the
behavior of the “bulk” material, were also deposited by EB-PVD
in the same conditions as the nanolaminates.

The cross-plane thermal conductivities were measured with the
differential 3� method �22� for as-deposited and heat treated
samples. We used 100 nm thick Al wires with a 5 nm Cr adhesion
layer for the 3� sensor. The thin film heater is defined by photo-
lithography and liftoff. All measurements were carried out in the

temperature range of 30–300 K in a vacuum of 2.5�10−7 mbar.
Joule heating was produced by applying an AC current to the
35 �m width and 2 mm long Al strip using a Keithley 6221
source on the current pads of the sensor. The 3� voltage was
measured using a Stanford Research 830 lock-in amplifier in the
range of 300–3000 Hz. The one-dimensional steady-state heat
conduction model was used to extract the cross-plane thermal
conductivity values from the temperature rise of the films. Cross
section TEM images were acquired in a 300 kV JEOL 3010,
equipped with LaB6, GATAN Tridiem electron energy loss spec-
troscopy, and elemental mapping. We used low-temperature glue
�60°C� for mechanical preparation, and a 6 kV Ar-ion beam with
1 mA beam current to prevent ion-beam or heat damage during
sample preparation.

3 Results and Discussion
The temperature drop across the as-deposited 5 nm SiO2 /5 nm

Y2O3 20 bilayer sample �1-SY20–5� measured at 300 K in the
frequency range of 300–2100 Hz is shown in Fig. 1. The presence
of the multilayer simply adds a frequency independent tempera-
ture rise, which is used to derive the effective thermal conductiv-
ity of the nanolayered film. The value of � obtained from any
slope of the lines for the undoped Si substrate is 148 W /m K at
300 K, which closely agrees with literature values �23�.

The thermal conductivity data for the nanolaminate samples of
group 1 are shown in Fig. 2. Most of the data exhibit the typical
dependence of an amorphous film with temperature, i.e., a gradual
increase with increasing temperature, similarly to what was re-
ported for cross-plane measurements on thin films of SiO2, Si3N4,
a-Si or a-Ge �24–28�, or other multilayer systems �16–18�. The
three lower curves show the thermal conductivity of the as-
deposited films with values around 0.5 W /m K at 300 K. The
three upper curves correspond to the samples heat treated during 2
h at 1100°C with � values ranging from 0.8 W /m K to
1.4 W /m K at 300 K.

The annealed samples exhibit higher values of the thermal con-
ductivity compared with as-grown samples. In general, thermal
annealing in quasidisordered/nanocrystalline structures is accom-
panied by coarsening, grain growth, and densification of the ma-
terial �29�. In our case, the differences are mainly attributed to
changes in the microstructure. X-ray diffraction of the as-
deposited stacks �not shown here� shows the absence of crystal-
line peaks, which is compatible with the disordered/
nanocrystalline nature of the layers. However, after annealing at
1100°C, the SiO2 /Y2O3 stack shows well defined Bragg peaks

Table 1 Nomenclature, individual layer thickness, and number
of bilayers for the different samples

Group-Sample Bilayer
Layer thickness

�nm� N deg bilayers

1-SA20–5 SiO2 /Al2O3
5/5 201-SC20–5 SiO2 /Cr2O3

1-SY20–5 SiO2 /Y2O3

2-SY20–6 SiO2 /Y2O3 3/6
202-SY20–10 SiO2 /Y2O3 5/10

2-SY20–20 SiO2 /Y2O3 10/20

3-SY1–10 SiO2 /Y2O3

10/10

1
3-SY3–10 SiO2 /Y2O3 3
3-SY5–10 SiO2 /Y2O3 5
3-SY7–10 SiO2 /Y2O3 7
3-SY15–10 SiO2 /Y2O3 15
3-SY20–10 SiO2 /Y2O3 20
3-SY30–10 SiO2 /Y2O3 30

Fig. 1 Amplitude of the temperature oscillations of the heater
versus heater frequency. Closed squares and circles represent
the measured thermal oscillations for the reference sample „Si
substrate plus SiO2 insulating layer… and the SiO2/Y2O3 sample
„Si substrate plus SiO2 insulating layer plus nanolaminate film…,
respectively. The dot lines represent the calculated thermal
oscillations.
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that correspond to both cubic Yttria and an unknown phase that
may be probably attributed to some sort of metastable ternary
compound. We infer that grain growth and channeling through the
SiO2 layer has occurred during the thermal treatment. These mi-
crostructural changes may be at the origin of the lower slope in
the low-temperature region of the SiO2 /Y2O3 sample compared
with a typical disordered structure. The other two stacks,
SiO2 /Cr2O3 and SiO2 /Al2O3, show no clear XRD peaks after
annealing. However, it seems reasonable to argue that the higher �
values in the annealed samples are also related to an increase in
the grain size.

Next, we analyze the reduction in the thermal conductivity of
the nanolaminates compared with that of their component materi-
als. We focus on the SiO2 /Y2O3 multilayer system. The effective
thermal conductivity keff for a stack of alternating layers with
thickness t is written as

�eff =
�layers

1 + �layers
Rth

t

�1�

where �layers
−1 =0.5· ��SiO2

−1 +�Y2O3

−1 � is the thermal conductivity from
individual layers of identical thickness, and Rth is the overall in-
terfacial resistance considered as the sum of the thermal resistance
of the SiO2 /Y2O3 interfaces.

Figure 3 shows the measured thermal conductivities of single
layers of Yttria �10 nm and 200 nm� and SiO2 �200 nm� as a
function of temperature, along with data on a 1 �m Yttria layer
measured by Cahill et al. �16�. SiO2 exhibits the typical behavior
of a highly disordered material, and at room temperature, the ther-
mal conductivity of the 200 nm electron beam SiOx thin film is
1.1 W /m K. However, the thermal conductivity of both Yttria
layers increases with decreasing temperature, which is character-
istic of crystalline materials. This is in contrast to the temperature
dependence of the 1 �m Yttria layer previously reported in Ref.
�16�, and exemplifies the strong influence of the grain size and the
particular microstructure on the thermal properties. The value for
Yttria depends on the thickness of the layers, whereas we mea-
sured 1.78 W /m K at 300 K for the 200 nm layer, we obtained a
value of 1.30 W /m K for the 10 nm film. The measured values
for Yttria are smaller than previously reported data for bulk
samples, which is 14 W /m K, and also smaller than the values
obtained for nanocrystalline Yttria films grown by magnetron
sputtering �14�. The diffraction patterns of the as-deposited Yttria
film are consistent with the cubic equilibrium structure with sym-
metry Ia3 �JCPDS-43–1036�. The 200 nm film is polycrystalline

and highly oriented along the �222� direction, which is the only
reflection observed in the �−2� scan. ��222� is 28.49 deg, which is

associated with a lattice parameter of 10.852 Ǻ, whereas for stan-

dard Y2O3 is 10.604 Ǻ. This result means a 2.3% increase in the
lattice parameter in the direction normal to the surface of the
substrate, which may be related to the existence of some residual
stress in the films.

However, as mentioned above, as-deposited SiO2 /Y2O3 multi-
layers do not show distinctive diffraction peaks, which is indica-
tive of its quasidisordered/nanocrystalline structure. Cross-
sectional TEM is used to inspect the microstructure of the
2-SY20–20 multilayer, which is representative of the as-deposited
samples. The multilayer is nicely seen, as in Fig. 4, due to the
combined effect of mass thickness contrast and diffraction con-
trast. Whereas the silicon oxide layer is fully disordered, the Yttria
layer is composed of nanograins, which occasionally slightly
grow into the amorphous SiO2 at the interfaces.

Consequently, in the case of the Y2O3 layers, we may expect an
intrinsic thermal conductivity with a value between the thermal
conductivity of a disordered oxide layer, i.e., 1.5 W /m K at 300
K �16�, and the experimental value of the 200 nm layer, which is
1.8 W /m K �this work�. In the case of SiO2, as the mean free
path of the phonons in amorphous oxides is around 0.5 nm at 300
K and remains relatively constant with temperature from 30 K to
300 K �30�, and our individual layer film thickness are a factor of
ten larger, we expect that size effects should not influence the

Fig. 2 Thermal conductivity as a function of temperature for
SiO2/Al2O3, SiO2/Cr2O3, and SiO2/Y2O3 nanolayered samples
with a modulation length of 5 nm/5 nm. The solid symbols rep-
resent the data from the heat treated samples, whereas the
open symbols are for the as-deposited samples. Representa-
tive error bars are only shown for the 1-SY20–5 sample.

Fig. 3 Thermal conductivity as a function of temperature for
oxide layers of 10 nm „down triangle… and 200 nm „up triangle…
of Y2O3 and 200 nm SiOx „square…. Also, it is shown for com-
parison data from Cahill et al. †16‡ on 1 �m thick disordered
Yttria „solid circle…. The continuous line represents the value of
the intrinsic thermal conductivity of the layers �layers, i.e., with-
out considering the contribution of the thermal boundary
resistance.

Fig. 4 Cross-sectional TEM images of the as-deposited 20 bi-
layer 10/20 SiO2/Y2O3 sample at several magnifications. Dark
layers correspond to Yttria.
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intrinsic thermal conductivity of the layer. Therefore, using the
limiting values of the thermal conductivity for the Yttria film, the
combined thermal conductivity of the individual layers ranges
from 1.26 W /m K�klayers�1.4 W /m K, which disagrees with
the experimental value of 0.5 W /m K. Solving Eq. �2� for Rth, we
obtain the overall TBR for the 1-SY20–5 sample, which is 2.4
�10−7 m2 K /W�Rth�2.7�10−7 m2 K /W. The averaged ther-
mal resistance associated to each interface has a value of the order
of 6–7�10−9 m2 K /W, and produces a non-negligible effect on
the effective thermal conductivity of the nanolayered system. This
value is below the thermal boundary resistance value obtained by
Yang et al. �14� for the interface between Yttria and Al2O3, 3
�10−8 m2 K /W−1, and is almost an order of magnitude higher
than the value reported by Cahill et al. �16� on YSZ /SiO2 multi-
layers. The effect of the interfaces on the thermal conductivity can
be qualitatively understood by drawing the temperature profile
across a thin film having an interface with another film, as shown
in Fig. 5�a�. The temperature drop across the structure consists on
the temperature difference in the interior region of the film To and
temperature discontinuity at an interface Ti. Thermal resistances
reduce the flow of heat due to the differences in elastic properties
and densities of vibrational states, rendering more difficult the
transfer of thermal energy across interfaces between dissimilar
materials.

The three curves in the plot of Fig. 5�b� show the effective
thermal conductivity against temperature obtained for the set of
multilayers composed by 20 bilayers of SiO2 /Y2O3 with thick-
ness 3 nm/6 nm, 5 nm/10 nm, and 10 nm/20 nm �group 2, Table
1�. There is only a small difference by altering the effective thick-
ness of the component nanolayers, which confirms that the intrin-
sic thermal conductivity of the films remain unaltered due to their
quasidisordered structure. In fact, the difference is within the ex-
perimental uncertainty but could also arise from small variations
in the void density of the films. Although no favorable changes
were observed in the effective thermal conductivity value around
0.5 W /m K by keeping the number of interfaces and changing
the thickness of the individual component materials, the value
obtained is lower than those reported by other researchers for
similar nanostructured materials �16,17�. To gain further insight
into the role of the interfaces onto the effective thermal conduc-
tivity, we prepared several samples �group 3 in Table 1� with
identical bilayer thickness, but with varying number of interfaces
ranging from 2 to 60.

Figure 6 shows the effective thermal conductivity for the dif-
ferent samples, and reveals that �eff increases with the number of
bilayers, which at first sight seems to be contrary to expectations.
The effective thermal conductivity of sample 3-SY1–10, which
contains only 1 bilayer, shows an ultralow value of 0.16 W /m K.

Considering that the intrinsic thermal conductivity for the Yttria
layer is constant, and lies within the minimum value for a disor-
dered media and the value of the 200 nm film, we plot in Fig. 7
the overall thermal resistance as a function of the number of in-
terfaces n. The observed trend confirms that as n increases, the
thermal resistance also increases. However, the curve does not
follow a linear behavior with n, as should be expected, if all the
interfaces contribute similarly to the scattering of phonons, and
therefore, to the thermal barrier. Instead, the curve approaches an
asymptotic value when n is large. This was already observed in
other multilayer systems where the contribution to the overall
thermal barrier is higher for the first few interfaces �31,32�. This is
better seen by plotting the interfacial resistivity Rth / t �solid
circles, right axis of Fig. 7�. If the contribution to the effective
thermal conductivity of the multilayer system was identical from
all interfaces, the resistivity should be independent of the number
of interfaces. However, Fig. 7 clearly shows that this is not the
case. The thermal boundary resistance of the sample with two
interfaces is six times lower than the one obtained for the sample
with 60 interfaces. The variation in the thermal boundary resis-
tance is at the origin of the reduction in the effective thermal
conductivity measured for samples with identical period thick-
ness, but with only few interfaces. The figure also includes the
overall TBR values deduced for samples with 20 bilayers from
group 1 �1-SY20–5� and group 2 �2-SY20–6, 10, 20�. Also, when
the thermal resistance of samples containing 40 interfaces is di-

Fig. 5 „a… One-dimensional temperature profile across a thin film in response to an
applied heat flux. The temperature drop across an interior region of film is denoted by To.
Ti indicates the temperature discontinuity resulting from the interfacial resistance. „b…
Effective thermal conductivity for sample of group 2: 2-SY20–6 „squares…, 2-SY20–10
„down triangle…, and 2-SY20–20 „circles….

Fig. 6 Effective thermal conductivity of SiO2/Y2O3 multilayers
of group 3, with identical period thickness of 20 nm but with
varying number of interfaces „total thickness…: 3-SY1–10 „down
triangle…, 3-SY5–10 „square…, 3-SY20–10 „up triangle…, and
3-SY30–10 „circle…
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vided by the total thickness of each sample, they converge to a
single value of the interface resistivity of 1�0.1 m K /W−1.

In Fig. 8, we plot the temperature dependence of the averaged
interfacial thermal resistance, defined as the overall TBR, divided
by the number of interfaces, and associated to each interface for
sample 2-SY20–6. Symbols represent the experimental interfacial
resistance of the SiO2 /Y2O3 interfaces, and the solid line repre-
sents the predicted interfacial resistance by using the diffusive
mismatch model �DMM� approach �33�. The DMM model as-
sumes that the correlations between incident and scattered
phonons are lost at the interface. The acoustic properties of a-SiO2
and Y2O3 used in the DMM approximation are taken from Refs.
�34,35�, respectively. The experimental values of the averaged
thermal resistance per interface in the high temperature region are
slightly above predictions from the DMM. However, at low tem-
peratures, the experimental data does not follow the observed
trend in the DMM, mainly because the intrinsic conductivity of
the Yttria film is assumed to increase with decreasing temperature,
as observed for a single layer of Yttria.

4 Conclusions
Multilayers of SiO2 /Al2O3, SiO2 /Cr2O3, and SiO2 /Y2O3 have

values of the effective thermal conductivity at room temperature,
significantly below the thermal conductivity of the component
materials. We have shown that the interface between SiO2 and
Yttria plays a significant role in the reduction in the thermal con-
ductivity, and conversely, the influence of the thickness of the

layers in between 3 nm and 10 nm is negligible. By comparing
samples with identical modulation length but different number of
interfaces, we demonstrate that the first interfaces influence the
thermal resistance much more than subsequent interfaces.
Whereas measurements at high temperatures were not performed
in this work, the apparent high thermal stability of these materials,
together with the low thermal conductivity achieved at room tem-
perature, indicates its potentiality as thermal insulators for high
temperature applications.
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Nomenclature
� � thermal conductivity �W /m K�

�eff � effective thermal conductivity �W /m K�
Rth � overall thermal boundary resistance �m2 K /W�

�Rth� � average thermal boundary resistance
�m2 K /W�

t � thickness �nm�
� � Bragg angle �deg�
n � number of interfaces
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Plate
The interaction of surface radiation and conduction with natural convection heat transfer
from a vertical flat plate assembly, with an embedded heater, has been investigated, both
experimentally (using differential interferometer) and numerically (using FLUENT), in the
present work. In the absence of radiation, the asymptotic limits that can be attained by
the heated plate are isothermal and isoflux conditions. High values of plate thermal
conductivity tend to make the surface isothermal, where as, lower values of thermal
conductivity tend to make it isoflux. Irrespective of the thermal conductivity of the plate,
an increase in the emissivity reduces the average temperature of the plate and brings the
plate toward isothermal condition. A new methodology has also been proposed to deter-
mine the thermophysical properties, emissivity and thermal conductivity, the consistency
of which is tested by carrying out experiments for various heat inputs and comparing the
estimated values with those available in literature. �DOI: 10.1115/1.4000055�
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1 Introduction
Laminar buoyancy induced flow over vertical flat surfaces has

an important position in heat transfer research due to its practical
importance in many applications. In most of the studies, either
isothermal or isoflux conditions have been assumed at the surface
of the wall. But, in many practical applications such as fins, heat
exchangers, etc., there exists a thermal balance between more than
one modes of heat transfer. For example, if a heated wall of a
finite thermal conductivity and thickness with a high emissivity
coating is exposed to an ambient, equilibrium is established under
the influence of all the three modes of heat transfer. Depending on
the problem under consideration, particular mode�s� of heat trans-
fer may be dominant. Conjugate heat transfer classically refers to
heat transfer which involves interaction between conduction in the
solid and convection to the fluid surrounding it. In addition to this,
for high values of emissivity the effect of surface radiation should
also be taken into account in order to ensure temperature and heat
flux continuity at the solid-fluid interface. The classical example
of heat transfer from an isothermal vertical flat plate is given by
Ostrach �1�. He gave an analytical solution for the local heat trans-
fer coefficient. Sparrow and Gregg �2� considered heat transfer
from a vertical flat plate with constant heat flux condition. Ana-
lytical solutions for prescribed nonuniform temperature or pre-
scribed nonuniform heat flux are also found in the literature. One
of the first works on conjugate heat transfer is due to Kelleher and
Yang �3�, who obtained analytical solutions for a semi-infinite
vertical flat slab with internal heat generation. Zinnes �4� investi-
gated, both experimentally and numerically, conjugate heat trans-
fer effects from a flat plate of finite thickness with a localized
heating on its surface. Miyamoto et al. �5� studied conjugate heat
transfer from a vertical flat plate for isothermal and isoflux bound-
ary conditions at the outside surface of the flat plate, using the
method of local similarity. They also performed experiments and
found the pertinent parameter which could explain the effect of
the axial conduction on the interfacial temperature. Pozzi and

Lupo �6� developed analytical solution for a thin vertical slab to
ensure one dimensional heat conduction within the solid. Lee and
Yovanovich �7� developed a simple analytical model to predict the
heat transfer characteristics with arbitrary surface heat flux distri-
bution. Vynnycky and Kimura �8� proposed a model, which does
not assume any interfacial boundary temperature profile, to pre-
dict the local and average heat transfer coefficients when a vertical
plate is maintained at constant temperature at the backside.
Kimura et al. �9� experimentally validated their previous observa-
tions �8� and proposed conjugate Nu-Ra correlations. Mendez and
Trevino �10� studied conjugate heat transfer from a vertical plate
with nonuniform internal heat generation for both thin and thick
wall regimes. Yadav and Kant �11� have verified experimentally
their analytical solution for natural convection from a heated thin
walled plate, with the surface partly subjected to constant heat
flux and partly to uniform temperature.

One of the first works, which addresses the interaction of sur-
face radiation with natural convection, has been reported by Webb
�12�. He experimentally and theoretically investigated the interac-
tion of radiation with natural convection from a single, isolated
vertical flat plate with uniform heat flux boundary condition and
found that radiation tends to make the surface temperature more
uniform. Venkateshan and Balaji �13� discussed the interaction of
surface radiation with natural convection and conduction for dif-
ferent geometries like closed cavity, open cavity, and L shaped
corner, and concluded that radiation plays an important role even
at low temperature levels �room temperature to 100°C�. It was
also found that radiation suppresses natural convection while in-
creasing the overall heat transfer. To the best of the authors’
knowledge, the interaction of both conduction and radiation with
natural convection from a vertical flat plate has not been ad-
dressed to date in the heat transfer-literature. The objective of the
present work is to bring out the importance of thermal conductiv-
ity and surface emissivity on natural convection heat transfer from
a heated vertical flat plate, and hence determine the appropriate
boundary condition. Therefore both experiments and numerical
simulations have been carried out to understand the physics un-
derlying the interaction process.
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2 Experimental Setup
The experimental setup consists of a differential interferometer

�DI� assembly and the test section, placed inside a long enclosure
as shown in Fig. 1, free from external disturbance. The DI head is
separated from the test section by means of a wooden partition
whose purpose is to avoid disturbances to the test plate assembly
while adjustments to the interferometer are being done.

2.1 Differential Interferometer. The schematic of the DI
used for measuring the local heat transfer coefficient is shown in
Fig. 2 �Spindler and Hoyer GmbH, Germany� �14�. The core ele-
ment of the DI is the Wollaston prism, the shearing element. The
Wollaston prism consists of two birefringent quartz prisms, whose
optical axes are perpendicular to each other, cemented together at
the base. The prism splits the polarized incident wave front into
two orthogonal wave fronts, which are separated by a definite
angle. The biconvex lens-plane mirror combination is used to
make the two rays, the ordinary and the extraordinary rays, to
traverse the test section with a small and constant spacing. So,
when the two wave fronts are superposed onto one another, the
difference in optical paths due to the gradient of refractive index,
are recorded. The second Wollaston prism �WP2� is introduced
into the path of the light to make quantitative heat transfer mea-
surements. When a heated object is introduced into the path of the
light, the otherwise parallel fringes tend to deflect in the vicinity
of the object. The amount of deflection of the fringes from the
normal position is directly proportional to the convective heat
transfer from the surface. In the present study, yellow light �wave-
length, �=584 nm� is chosen for analyzing the heat transfer phe-
nomena. The interferograms are captured using a computer con-
trolled digital camera �Canon SX 110 IS�. The field of view of the
present optical setup is approximately a circle of diameter equal to
9.5 cm.

2.2 Test Section. The test section is a wooden box which
houses the test plate assembly. The top and the bottom of the test
section are open and distance between the sidewalls and the test
plate is about 25 cm, and hence will not affect the flow field near
the heated test plate. The vertical plate assembly is suspended
freely from two parallel stainless steel rods using two Teflon rods
as depicted in Fig. 3. The test plate assembly used in the experi-
ments consists of two plates of dimensions 150�250�3 mm,
with a flat heater sandwiched between them. The flat heater is
formed by winding a Nichrome wire over a mica sheet and the
same is electrically insulated from the unexposed side of the test
plates by using mica sheets. The two halves of the test plate are
fastened together using screws and nuts that are seated in coun-
tersunk holes to avoid disturbances to flow due to protrusion. The
chamfering operation done at the bottom of the test plates ensures
smooth flow of air. The experiments are carried out with test
plates of different materials such as aluminum, mild steel, tita-
nium, and bakelite to cover a large range of thermal conductivi-
ties. The various surface emissivities are obtained by buffing �low
emissivity�, coating the surface with metallic aluminum paint
�medium emissivity�, red oxide paint, and blackboard paint �high
emissivity� �All paints used are manufactured by Asian Paints,
India.� As it is difficult to carry out the buffing operation on tita-
nium, the surface is wrapped with pure aluminum foil pasted on
the surface using a commercially available thermal paste. A per-
fect contact, free of air pockets and wrinkles, is ensured between
the foil and the surface. Similarly, the experiments on bakelite are
conducted for “no coating” and also wrapping the surface with
aluminum foil as explained above.

The temperatures at different locations are recorded using cali-
brated K-type 36AWG stainless steel sheathed thermocouples,
which are seated in milled grooves on the plate and attached using
a highly conducting copper cement. The ambient temperature is

Fig. 1 Photograph of the DI used in the present study

Fig. 2 Schematic diagram of the DI
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measured using a separate calibrated thermocouple, which is kept
inside the large chamber and is placed sufficiently far away from
the zone of influence of the heated plate assembly. All thermo-
couples are connected to a personal computer based data acquisi-
tion system �Model 2700, Integra Series, Keithley Instruments,
Inc.� through compensating wires. The power input to the heater is
supplied from a regulated dc power source �Densei-Lambda GEN
1500 W�. Spirit level is used to ensure the verticality of the plate.
The surface of the plate is adjusted such that it is parallel to the
optical axis of the interferometer. Steady state experiments, simu-
lating natural convection environment inside the test section, are
carried out for various power inputs and plate temperatures rang-
ing from 50°C to 120°C. Steady state is achieved when the varia-
tion in the temperature readings of all the thermocouples is within
0.1°C over a period of 10 min.

2.3 Digital Image Processing and Fringe Analysis. One
sample interferogram captured using the digital camera is shown
in Fig. 4. The interferograms captured contain Gaussian noise,
which is random in nature and has spatially high frequency com-
pared with the fringes. Therefore by suitably selecting a low pass
filter in the frequency domain, the high frequency noise can be
eliminated from the interferogram. The interferogram after remov-
ing the noise is used for determining the fringe shift factor m,
which is defined as the ratio of the amount of deflection �X to the
fringe width �Y, as shown in Fig. 4. The points corresponding to
the fringe minima at the wall are determined for both undeformed
and deformed fringes by row-wise scanning of the pixels. A code
has been written in MATLAB 7 for this purpose.

2.4 Measurement of Heat Transfer. Since a good review of
heat transfer measurement using DI is available in Ref. �15�, only
a brief explanation is provided here. If the flow field is assumed to
be two dimensional, the optical path difference of the light rays
traveling through the test section of length L would be

2L�n = m� �1�

The lateral shear produced due to the Wollaston prism �15� is

�y = 0.0182d tan � �2�
Combining Eqs. �1� and �2�, the gradient of the refractive index
can be approximated as

�n

�y
�

�n

�y
=

m�

2L�y
�3�

By using Lorenz–Lorentz relationship between density and refrac-
tive index for air and assuming air to be an ideal gas, the tempera-
ture gradient can be expressed as

�T

�y
= −

2

3

RTw
2

CP

m�

2L�y
�4�

After further simplifications, the local heat transfer coefficient can
be expressed as

h =
q�

Tw�x� − T�

=
2

3

RTw
2

CP

m�

2L�y

kfw

�Tw�x� − T��
�5�

3 Numerical Formulation

3.1 Modeling. The physical model and the coordinate system
considered are as shown in Fig. 5. The thickness of the plate
considered in the present study is very small compared with the
height of the plate so that the Biot number �Bi� in the lateral
direction is always less than 0.1. Considering the plate to be
lumped in the lateral direction, heat flux can be modeled as an
equivalent heat generation as shown in Fig. 5. Radiation is as-
sumed to be diffuse and gray, which is a good approximation for
the surfaces considered. The volume ratio of the test plate to the
test section is about 9�10−5, and therefore the test plate can be
treated as a small object placed in a large enclosure. The steady
state governing equation can be written as

kst
d2T

dx2 + h�T� − Tw� + ���T�
4 − Tw

4 � + Qgent = 0 �6�

which is that of a heat generating fin losing heat to the ambient by
radiation and convection. The experimental conditions are simu-
lated using the commercially available computational fluid dy-
namics �CFD� package FLUENT 6.3. In order to simulate natural
convection, an extended domain, whose temperature and static

Fig. 3 Schematic of test setup

Fig. 4 A typical interference fringe pattern along a heated ver-
tical flat plate
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pressure is the same as that of the ambient, is considered around
the heat generating plate. This is achieved using pressure outlet
boundary condition available in FLUENT. Radiation is modeled us-
ing the discrete ordinates model �DOM�. Detailed validation for
the use of DOM has been given in Ref. �16�. All the faces of the
test plate are given coupled boundary conditions, i.e., conduction
within the solid is balanced by convection and radiation to the
ambient. The computational domain with proper mesh considered
in the present study is shown in Fig. 6. The mesh is finer close to
the solid surfaces to capture the boundary layer and coarser far
away from them, for computational efficiency. The proper mesh
has been selected after carrying out extensive grid independence
study, the details of which are given in Table 1.

Two dimensional conduction equation with heat generation is
solved within the solid domain and temperature gradient in the
lateral direction is found to be very small. Hence, modeling the

constant heat flux as an internal heat generation is a valid assump-
tion. Natural convection is laminar and the solution is obtained by
solving the Navier–Stokes equations by the finite volume method.

The purpose of the numerical simulations is two-fold. In the
first stage it has been used to propose a new method to determine
the thermophysical properties, the thermal conductivity of the ma-
terial, and the surface emissivity �17�. In the second stage, the
numerical simulations are used for understanding the interaction
phenomena occurring between the various modes of heat transfer.

In the parlance of the inverse methodology used for parameter
estimation, the forward model refers to determining the tempera-
ture distribution in a material with all the thermophysical proper-
ties of the material known. Similarly, the inverse method refers to
determining the various properties, given the temperature distri-
bution in the material. In the present parameter retrieval process,
the result obtained from the numerical simulation is used as the
forward model which involves obtaining the temperature distribu-
tion along the plate for different combinations of surface emissiv-
ity and thermal conductivity, and for various heat inputs. The
important observations from the numerical study can be summa-
rized as follows. For a fixed heat input and emissivity, as the
thermal conductivity of the material increases, the temperature
gradient along the plate decreases. Therefore, the isothermal as-
sumption is strictly valid for materials having high thermal con-
ductivity, such as aluminum. Table 2 shows the variation in the
average temperature of the plate for a thermal conductivity of 200
W/m K, for different values of emissivity. It is seen that the aver-
age temperature of the plate decreases with increase in emissivity.
It is also seen that the average heat transfer coefficient decreases
with increase in emissivity, which is in accordance with the ob-
servations made by Venkateshan and Balaji �13�. Table 3 shows
the dependence of the average temperature of the plate on the
thermal conductivity, for a given emissivity and power input. It is
clear that for a given emissivity, the average plate temperature is
independent of thermal conductivity for a fixed heat input.

Fig. 5 Sketch of the physical geometry showing energy bal-
ance for a wall element

Fig. 6 Sketch of the mesh used. The gradual variation in the
fineness of the mesh is also shown.

Table 1 Grid independence study

No. of cells Tw,avg % deviation

12,075 358.43
24,300a 359.02 0.164
49,200 359.11 0.025

aChosen grid size.

Table 2 Effect of emissivity on the average plate temperature
and average convective heat transfer coefficient „numerical…

k
�W /m2 K� �

Tavg
�K�

h̄
�W /m2 K�

h̄tot
�W /m2 K�

200 0 338.8 5.0 5.0
0.5 324.8 4.5 8.4
1 318.3 4.2 11.5

Table 3 Effect of thermal conductivity on the average plate
temperature „numerical…

�
k

�W /m2 K�
Tavg
�K�

0.5 0.1 324.4
1 324.5
50 324.7
200 324.8
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3.2 Inverse Method. Since the parameter retrieval process is
considered in detail in Ref. �17�, only a brief description is pre-
sented here.

3.2.1 Retrieval of Emissivity. A database of simulated average
plate temperatures is created for different values of emissivity for
a fixed value of heat input. The thermal conductivity indepen-
dence ensures that even if a paint, whose emissivity is to be re-
trieved, is applied on a material of unknown thermal conductivity,
the database can be generated using any value of thermal conduc-
tivity in the forward model. A cubic polynomial is then fit to the
database and the root of the cubic equation corresponding to the
experimentally obtained average plate temperature gives the de-
sired emissivity. The list of emissivities retrieved using the above
method is compared with the literature as shown in Table 4. The
small differences in the emissivity values could be attributed to
the difference in the surface condition of the test plate, paints
used, and the thickness of the paint coating applied in the respec-
tive studies. Thus, this method of retrieving the emissivity of the
coating is superior to other methods �18,19� as it does not require
the knowledge of any other thermophysical property. All the val-
ues of emissivities, which are used in the present study, are esti-
mated based on the above methodology.

3.2.2 Retrieval of Thermal Conductivity. Once the emissivity
and heat input are fixed, the temperature distribution along the
plate depends only on the thermal conductivity. So the forward
model is run with the retrieved value of the emissivity obtained by
the previous method, for different values of thermal conductivity.
The thermal conductivity is retrieved by minimizing the sum of
the squares of the differences between the numerically simulated
and the experimentally obtained temperatures, which is

R = �
i=1

n

�Ti − Texp�2 �7�

The thermal conductivity values of bakelite and titanium deter-
mined using the above method are shown in Fig. 7. For bakelite,
the thermal conductivity value was obtained as
0.22�0.01 W /m K, while that of titanium was obtained as
9.95�0.84 W /m K. It is seen that the value of emissivity and
thermal conductivity determined using the present methodology
are in very good agreement with the values mentioned in the
literature �17�.

4 Results and Discussion
Experiments have been carried out for five different heat inputs

for all the surface conditions of each material. However, only a
few results have been described here to bring out the physics
involved in the interaction phenomena. Moreover, error analysis
has been carried out for all the cases considered and it is found
that the maximum error in the convective heat transfer coefficient
is about �5% for higher thermal conductivity materials like alu-
minum, where as it is about �10% for bakelite whose thermal
conductivity is very small. A detailed error analysis for one of the

experiments has been provided in the Appendix. All the results
obtained have been compared with Ostrach’s �1� and Sparrow and
Greg’s �2� solutions which give, respectively, the variation in local
Nusselt number for an isothermal and isoflux surface.

4.1 Effect of Thermal Conductivity. Figure 8 represents the
results obtained using the numerical simulations for three different
values of thermal conductivity when the surface emissivity of the
plate is set as zero. It is clear that, as the thermal conductivity
increases, the solution approaches the Ostrach’s solution and as
the thermal conductivity decreases the solution approaches the
Sparrow’s solution. This implies that the constant heat generation
condition used in the numerical simulations for simulating the
experiments, is a realistic thermal condition, and that the plate
asymptotically approaches the isothermal condition for large val-
ues of thermal conductivity and the isoflux condition for small
values of thermal conductivity. The solutions for all the other
values of thermal conductivity fall in between these two
asymptotic limits.

Figure 9 represents the experimental results obtained for four
different materials: aluminum, mild steel, titanium, and bakelite,
with the surfaces being buffed for aluminum and mild steel, and
the surfaces being wrapped with aluminum foil for titanium and
bakelite. Though the fringe analysis does not require any knowl-

Table 4 List of emissivities retrieved

Surface condition

Emissivities

Present
method �18� �19� �20� �14�

Buffed aluminum 0.09 0.04 0.05 0.05
Buffed mild steel 0.12
Aluminum foil 0.04 0.05
Aluminum paint 0.39 0.31 0.21 0.47
Red oxide paint 0.69
Bakelite 0.72
Blackboard paint 0.85 0.85 0.81 0.85 0.85

Fig. 7 Least square residual plots for determining the thermal
conductivity of titanium and bakelite

Fig. 8 Effect of thermal conductivity for ε=0 „numerical…
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edge of the surface emissivity, they are found out using the
method mentioned earlier, to ensure that the observations found in
the numerical simulations are in agreement with the experiments.

4.2 Effect of Emissivity. Figure 10 represents the numerical
results obtained for different values of emissivity for thermal con-
ductivity of 1 W/m K and 200 W/m K. For lower thermal conduc-
tivity material, it is found that as the surface emissivity increases,
the solution moves toward the Ostrach’s solution from the Spar-
row’s solution. This implies that the surface of the plate is tending
to become isothermal as the value of the emissivity increases. As
the emissivity of the surface increases, though the convection heat
transfer coefficient decreases, the net rate of heat transfer in-
creases. This leads to a reduction in the average temperature of the
plate. From this we can conclude that the role of the emissivity is

to equilibrate the system. Another important observation from the
numerical simulation is that there is not much of an effect for
emissivity other than reducing the average temperature of the
plate, for higher values of thermal conductivity as seen in Fig. 10.
This points to the fact that the isothermal condition is the limiting
condition that can be attained by a system for a given value of
heat input. So if the system is having a thermal conductivity such
that Ostrach solution is satisfied even when the emissivity is zero,
the increase in emissivity will just decrease the average tempera-
ture of the plate and it will not make much deviation to the solu-
tion obtained without radiation.

Figure 11 represents the results obtained from the experiments
for bakelite for two different surface conditions and for titanium
plate for three different surface conditions. There exists a very
good agreement between the results obtained from the experi-
ments and the numerical simulations.

4.3 Scale Analysis. It is possible to qualitatively explain the
asymptotic limits of isothermal and isoflux situations by applying
scaling arguments to the governing equation. For easy explanation
consider the case with no radiation i.e., �=0.

Case 1. When the thermal conductivity is very high such that
the Biot number criteria �Bi	0.1� is satisfied, all the terms on the
left hand side of Eq. �6� becomes very small compared with the
first term. So the equation reduces to

kst → �,
d2T

dx2 � 0 �8�

This implies that there exists no temperature gradient along the
axial direction.

Case 2. Similarly, when the thermal conductivity of the plate is
very small within the limit of the Biot number criteria, the con-
ductive term on the left hand side becomes very small and there
exists a balance between the convective term and the heat genera-
tion term. This implies that as the thermal conductivity decreases,
the asymptotic limit of constant heat flux condition is reached.

kst → 0, kst
d2T

dx2 → 0, h�T� − Tw� + Qgent � 0 �9�

Case 3. If now the effect of radiation is considered for case 2,
i.e., ��0, the equation can be written as

Fig. 9 Effect of thermal conductivity for low emissivity
„experimental…

Fig. 10 Effect of surface emissivity for k=1 and 200 W/m K
„numerical…

Fig. 11 Effect of surface emissivity for bakelite and titanium
„experimental…
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kst → 0, kst
d2T

dx2 → 0, h�T� − Tw� + ���T�
4 − Tw

4 � + Qgent � 0

�10�
Radiation suppresses convection. The underlying physics can be
explicitly understood by linearizing the radiation term �lineariza-
tion is a good approximation for the range of temperatures in-
volved in the present study�.

�Tw − T�� =
Qgent

�h̄ + hR�
�11�

For a given heat generation rate, as the emissivity increases, the

average convective heat transfer coefficient h̄ decreases slightly,
but the average radiative heat transfer coefficient hR increases,
such that the denominator of Eq. �11� increases much more and
hence the average wall temperature decreases. Moreover, the tem-
perature gradient within the plate also decreases. This means that
for large values of emissivity, the radiation term plays a significant
role in heat balance and hence it drives the system toward con-
stant temperature case.

5 Conclusion
The present study has considered the role played by plate con-

ductivity and surface emissivity in the interaction between radia-
tion and natural convection from a heated vertical plate. In gen-
eral, radiation decreases the average temperature of the plate
irrespective of its thermal conductivity. For materials having low
thermal conductivity, the radiation tends to drive the system away
from isoflux case toward isothermal case. For a given surface
emissivity, lowering the thermal conductivity drives the plate to-
ward constant flux case. Effect of surface radiation has a basic
role in determining the nature of the boundary condition that is
achieved, for a heated vertical plate losing heat by natural convec-
tion. A novel method which involves a judicious combination of
experiments and numerical simulations has also been proposed in
this study to estimate the values of thermal conductivity and emis-
sivity.

Nomenclature
Bi 
 Biot number, Bi=htott /ks
C 
 Gladstone–Dale constant, m3 /kg. For air, C

=0.1506�10−3 m3 /kg.
d 
 distance of the biconvex lens from the Wollas-

ton prism in the differential interferometer, m
Grx 
 local Grashof number,

Grx=g��Tw�x�−T��x3 /�2

h 
 local convective heat transfer coefficient,
W /m2 K

h̄ 
 average convective heat transfer coefficient,
W /m2 K

hR 
 average radiative heat transfer coefficient,
W /m2 K

k 
 thermal conductivity, W/m K
L 
 length of the test plate, m
m 
 fringe shift factor, defined in the text

Nux 
 local Nusselt number, Nux=hx /kf
n 
 refractive index
P 
 atmospheric pressure, Pa

Qgen 
 volumetric heat generation rate, W /m3

q� 
 heat flux, W /m2

R 
 gas constant, J/kg K. For air R=287 J /kg K
T 
 temperature, K
t 
 thickness of the plate, m
x 
 distance in the axial direction, m
y 
 distance in the lateral direction, m

Greek Symbols
� 
 angle of the Wollaston prism, deg
� 
 total hemispherical emissivity
� 
 wavelength, m
� 
 Stefan–Boltzmann constant,

5.67�10−8 W /m2 K4

Subscripts
avg 
 average
exp 
 experiment
fw 
 fluid at wall condition

i 
 index of thermocouple
s 
 solid

tot 
 total, i.e., �convection+radiation�
w 
 wall
� 
 ambient

Appendix: Uncertainty Analysis
It has been found that the maximum error occurring in �X and

�Y, i.e., ��X and ��Y is �2 pixels. Consider a case where �X
=50 pixels and �Y =37 pixels. The fringe shift factor, m=1.351.
The uncertainty in m, �m can be obtained as

�m

m
= �	��X

�X

2

+ 	��Y

�Y

2�0.5

�A1�

On substituting the values on Eq. �A1�, �m is obtained as
�0.091.

The differential interferometer, being an optical instrument, is
generally fabricated with high precision and is assumed to be error
free. It is assumed that the error in the heat transfer coefficient is
only due to the uncertainties in the temperature measurement and
fringe shift factor. The uncertainty in wall temperature, �Tw

and
ambient temperature, �T�

is taken as �0.1 K. Data of a typical
experiment on aluminum for a particular heat input is considered
here: Tw=344 K, T�=301.5 K, kw=2.5�10−2 W /m K, R
=287 J /kg K, �=584 nm, C=1.506�10−4 m3 /kg, P
=101325 Pa, L=0.25 m, d=1.25 m, and �=1 deg.

The uncertainty in the heat transfer coefficient can be written as

�h = �	 �h

�Tw
�Tw


2

+ 	 �h

�T�

�T�

2

+ 	 �h

�m
�m
2�0.5

�A2�

Substituting the numerical values in Eq. �5�, the local convec-
tive heat transfer coefficient is obtained as 3.47 W /m2 K and
from Eq. �A2�, the uncertainty in the determination of local con-
vective heat transfer coefficient is, �h=0.145 W /m2 K, which is
less than 5%.
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Transient Methods of Thermal
Properties Measurement on
Fibrous Materials
Fibrous material is a complex porous medium and steady test methods are the main test
approaches we currently depend on to study the heat transfer properties. The application
of unsteady test methods on fibrous material is still not mature. In this paper, some
systematic studies are taken to investigate this problem. By analyzing the main factors
impacting the test results, it is found that the local heat convection potentially excited by
imposing test temperature can be avoided by limiting the internal temperature gradient
and the so-called dual-phase lagging effects are negligible so that the feasibility of the
unsteady test method is verified via both theoretical analysis and experimental
data. �DOI: 10.1115/1.4000049�

1 Introduction
Fibrous material has excellent thermal insulation property in

addition to its flexibility, low density, and formability �1�. As a
result, their applications are no longer limited in apparel, but also
increasingly in various engineering heat insulation areas.

The basic constituents of a fibrous material include fiber and
often-moistured air forming an intricate multiphase and multiscale
system. The fiber were arranged in the space by certain porous
forms yielding numerous interconnected voids that are filled by
the air. Once the heat flow passing through the material, a com-
plex thermal transfer process will take place in the material. From
the microview, the heat flow is delivered alternately between the
air and the fiber. The microheat flows seem to be random and even
chaotic. But at macrosystem level, the heat flow transferring from
one side to the other side is both regular and continuous, which
are the so-called effective behaviors �2–8�.

Therefore, for practical engineering applications, the complex
microthermal processes are often not the major interest when we
describe the material heat transfer performance. Instead, we focus
chiefly on the effective thermal behavior with the macroview.

Over the years, lots of researches have been reported investiga-
tions on heat transport in porous fibrous materials. As in many
other cases, such investigations largely follow two tracks either
theoretical prediction or experimental examination or both, which
generated a rich body of knowledge in the effective thermal be-
haviors of fibrous material �2,3,6,7,9–17�. Needless to say, much
remains to be done.

In terms of instrumental measurement, the effective thermal
conductivity of fibrous sheets �fabrics� is tested by the guarded hot
plate method as recommended by the ASME Standard �18,19�.
However the guarded hot plate is based on the principle of ther-
mal equilibrium and it works best when the tested specimen can
reach the steady-state quickly. For porous materials such as fab-
rics, where the multiphase renders the heat equalizing process
slow and unstable, the conventional steady-state techniques be-
come ineffective and even inaccurate. Since 1987, Martin and
Lamb �20�, Schneider and Hoschke �21�, and Jirsak et al. �22�
successively explored the application of unsteady transient meth-
ods to fibrous materials.

However, researchers held controversial opinions on whether
fibrous material can be tested through the unsteady method. Jirsak
et al. �22� pointed out in his paper that the test result of effective

thermal conductivity �by using unsteady method� was unreliable
due to the heat convection inside the material invoked by the
temperature gradient applied during testing. All such transient
methods are based on thermal conduction theories and, hence,
unable to deal with the coupling of conduction and convection
�23–25� and lead to non-negligible testing errors. Another recent
issue has to do with the so-called dual-phase lagging �DPL� ef-
fects in porous materials �26,27�, i.e., temperature change and heat
wave flow both take time yet the classic Fourier’s law implies an
instantaneous local thermal equilibrium �zero transfer time�.
Based on a new testing scheme we developed recently �28�, the
aim of this paper is to examine the influences of such issues so as
to establish the unsteady methods as a viable and preferred testing
approach to fibrous materials.

2 The Hypothesis of Local Thermal Equilibrium
Fibrous material is a two-phase system with solid and gas com-

position. If the assumption of local thermal equilibrium is valid,
then we can use the one-equation model in Eq. �1� to express the
heat transfer process �26,27�

���c
��T�
�t

= � · �keff · ��T�� �1�

where keff is the equivalent �or effective� thermal conductivity.
This one-equation model is necessary for analyzing the thermal
properties testing. The factors affecting the hypothesis of local
thermal equilibrium include the difference in physical properties
of the two phases, the volume fraction of each phase, the heat
transfer coefficient, and the heat exchange area between the two
phases. According to the research of Minkowycz et al. �29�, the
local thermal equilibrium, if the Sp number Nurh

�kf /keff��L /rh�2 is
great than 100, the condition of the local thermal equilibrium is
satisfied for all practical applications where h, L, and rh are the
interstitial heat transfer coefficient, porous layer thickness, and the
hydraulic radius, respectively. The Nusselt number Nurh

is nearly
constant: �10 for conduction case and �0.9 for incompressible
laminar flow in the pores. For most fibrous materials, the ratio of
kair /keff is usually greater than 1/4, so if the test is designed in
such that L /rh�20 the local thermal equilibrium will be valid in
fibrous material.

3 Selection of Transient Method
Among the unsteady thermal tests, transient method is the most

preferred in which a thermal perturbation is imposed at a given
location of the measured material; the thermal response to this
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disturbance is recorded in another designated location. The corre-
sponding thermal properties parameters can thus be calculated us-
ing the established theoretical law. According to the form of the
heat source, it can be subdivided into a variety of testing methods
so we must choose a testing method suitable to fibrous materials.

In terms of the heat source type, linear and surface heat source
shapes are usually the available options in transient method. The
linear option offers a very large aspect ratio in order to reduce the
influence of heat loss at both ends. The thin slender shape how-
ever often causes the heat probe to bend just under its own weight.
If we apply a tension to maintain a straight state, there may form
a local stress concentration at the interface between the heat
source and the material. Fibrous materials are very soft and easily
deform under a small press themselves; the linear heat probe may
not be a good choice and the testing probe in planner shape would
at least alleviate such problems.

The heating mode of the heat source is also an important pa-
rameter. The pores inside the fibrous material are connected to-
gether. If the heating rate is too abrupt, it will cause a dramatic
expansion of air in the material so as to generate forced local
convection, which will alter the property of the material. There-
fore, we selected the stepwise mode, a relatively smooth way, over
other pulse profiles.

In summary, this study chose the stepwise transient heating
mode with a metal foil probe to form the measurement apparatus
for testing the fibrous materials. The stepwise transient method
was examined in several studies �30,31� for its several advantages:
In theory at least, the stepwise transient method can measure the
thermal conductivity and thermal diffusivity of the materials si-
multaneously. It used a thin surface heat source, which can gen-
erate constant heat flow in testing. Furthermore, the stepwise tran-
sient method brings much less impact on the sample tested,
compared to other unsteady methods �5,32–41�.

4 Measurement Principle
The measuring principle for the stepwise transient method is

shown in Fig. 1. Assuming the local thermal equilibrium, and a
specimen with infinite size and uniform initial temperature T0
when a constant heat flux starts at x=0 and t�0, the temperature
distribution inside any point in the sample will depend only on the
distance x between the measurement point and the heat source and
the time t, and can thus be treated as a one-dimensional problem.
Equation �1� will reduce into the classic Fourier’s law with the
solution for the prescribed boundary and initial conditions as

T�x,t� = T0 +
q

k�	at

�

1/2

exp	−
x2

4at

 −

x

2
erfc	 x

�4at

� �2�

k
 �T

�x



x=0

= �q t � 0

0 t � 0
� �3�

where T�x , t� is the temperature at position x and time t, q is the
flux of heat source, k is the thermal conductivity, and a is the
thermal diffusivity.

The temperature profile T�x , t� in Eq. �2� is a time-domain func-
tion, which can be measured by the thermometer and recorded by
a computer. The thermal conductivity k and the thermal diffusivity
a of the sample can be found by superimposing Eq. �2� on the
recorded temperature-time curve using appropriate fitting tech-
niques.

5 The Test Apparatus
The schematic diagram shown in Fig. 2 is the test apparatus we

recently developed �28�. The main framework of the testing appa-
ratus consists of two plates with guard-bars. These guard-bars are
fixed on plate B and plate A can be moved up and down along
with the guard-bars. Multiple specimens are required in one test to
form two stacks of the same thickness, which are placed between
the plate A and plate B with the heat source located at the center
as shown. The sheet heat source made of metal foil with 17.3 �
electric resistance. The size of the heat source is 90�90 mm2 and
thickness less than 0.1 mm. Owing to the tiny thickness of the
heat source, its volume heat capacity can be ignored so that the
output power of the heat source can be considered as equal to the
input electric power. Given the symmetry of the system, the ther-
mal flow generated from the heat source will be uniformly distrib-
uted to the up and down sample stacks provided that, first, the
buoyant influence is small and only takes place after a certain
time.

The sample temperature response is measured and recorded by
a computer data acquisition modules through the temperature sen-
sor placed inside the sample in the figure. In our testing, the sam-
pling frequency is four times per second.

Fig. 1 Measuring principle of stepwise transient method

Fig. 2 The schematic diagram of test apparatus
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The test specimens are all in sheet form and are stacked up to
make up the required total thickness up to 3.5 cm to fill the space.
Furthermore, additional air residing in between the fabric layers
poses collectively as a potential error source. Still, due to the
porous and flexible nature of the fabrics, the density and thus the
thermophysical properties of the fibrous material are closely re-
lated to the external pressure �23�. As a result, an appropriately
defined pressure has to be applied on the sample stacks to
stabilize/standardize the thickness of the sample piles. A constant
pressure P of 792 Pa is exerted onto the samples uniformly
through plate A for all tests in this study.

6 Estimating the Measurement Time
The sample size in establishing Eq. �2� of heat conduction is

assumed to be infinite and, obviously, this assumption cannot be
realized in an actual experiment. Comparing with the theory, the
actual sample with limited size has additional boundaries �bound-
ary I and boundary II�, as illustrated in Fig. 3. For easier treatment
without losing generality, we assume the YZ plane as the actual
square sample of equal sides W with sensor located at the center
and the XZ plane represents the thickness L with sensor at dis-
tance H from the heat source. Because of the planer symmetry, all
the edges in the YZ plane will be of the boundary I type and in the
thickness direction, the boundary II type.

Because of its limited size, the temperature distribution in an
actual sample cannot be described by Eq. �2�. However, it is easily
conceivable that upon heating, it will take some time tm before the
heat can reach the boundaries for the influence caused by limited
sample size to realize. That is to say, if we take the measurement
within the period t� tm, the difference � f between the actual ex-
periment and theory will be small enough to be negligible and
then Eq. �2� becomes valid to use in estimating the sample thermal
properties k and a.

In general, the difference � f is a function related to sample
type, size, testing time, etc., as expressed in Eq. �4�.

� f = �TE − TT�/�TT − T0� = f�L,W,H,k,a,q,	I,	II,t� �4�

where TE is the temperature in the actual sample and TT is the
corresponding temperature in infinite medium defined in Eq. �2�,
at given �x , t�, 	I and 	II are the heat transfer coefficients at
boundary I and boundary II, respectively. When �� f� is small
enough than a critical value � fa, TE will be close enough to TT
such that we can use Eq. �2� in the test. Therefore �� fm��� fa is a
logical criterion to be used for the tm determination, where �� fm� is
the maximum value of �� f� at time t= tm and � fa is the allowable
testing error.

In calculation of � fm, TT and TE must be obtained first. TT can
be calculated from Eq. �2� and TE can be estimated here by nu-
merical approaches as the following. For heat transfer in a finite
sample in 3D mode, the temperature field will be governed by Eq.
�5�, which can be solved under certain boundary conditions using
either the finite difference method �FDM� or the finite element
method �FEM� to obtain TE. Once the temperature field is solved
and � fm value can be calculated from Eq. �4� at t= tm

�T

�t
=

�2T

�x2 +
�2T

�y2 +
�2T

�z2 �5�

Boundary I leads to the heat transfer between sample and air
and according to the natural convection conditions, we can take
the convective heat transfer coefficient as 10 W m−2 C−1 �42�.
Boundary II reflects the heat transfer between the sample and the
plates as the plate is made of metal, which has much greater
thermal conductivity and heat capacity than the polymeric
samples tested, so it can be considered that there is no temperature
gradient at the interface between the sample and the plate, i.e.,
sample has little disturbance on the temperature field of the plate.

However the distance between the sensor and heat source has to
be carefully chosen, for the farther away the sensor from heat
source, the greater impact is caused by boundary II on tempera-
ture measured. In this article the distance between sensors and
heat source will not be more than 5 mm. So in the calculations we
assume that the distance between the sensor and the heat source
H=5 nm in order to ensure that the calculation result can be valid
on all tests. The thickness for each stack of the samples is L
=35 nm.

The value of TE in 3D heat transfer mode can be calculated by
using ANSYS finite element software and the impact of material
thermal properties on system � fm is analyzed and shown in Fig. 4.
From the results, the smaller the thermal conductivity and/or the
greater the thermal diffusion coefficient, the greater the deviation
of �� fm�. According to the range of fiber thermophysical param-
eters, we use k=0.025 W /m°C and a=5�10−7 m2 s−1 in the
calculation of tm in order to suit most fibrous samples tested.

Next we are to determine the maximum testing time tm, which
will allow �� fm��� fa. As shown in Fig. 5, we calculated �� f�
versus time according to the chosen k and a. The flux of the heat
source used in the calculation is q=20.0 wm−2. From Fig. 5, we
know as expected that �� f� increases monotonically with the mea-
surement time. If we take � fa=0.05%, then tm will be about 202 s.

The next question is whether the magnitude of q has any impact
on tm, so we again conducted the abovementioned numerical
analysis by using different q values. Based on the result in Fig. 5,
we used the value of �� f� at time point 202 s in Fig. 6 and see that
the impact of q on �� f� is very limited that it can be ignored. From
q=20 W m−2 to 20 W m−2, all the calculated results of �� f� are
less than the given threshold � fa. We thus come to the conclusion
that tm can be treated as independent of the power of the heat
source in our test conditions. In order to simplify the test, we used
tm=200 s for all the samples in the study.

7 The Accuracy of Test Apparatus
In order to check the reliability of the test apparatus, we chose

perspex as a standard sample for the validation. The size of per-

Fig. 3 The actual sample in the experiment
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spex is 90�90�35 mm3 and the distance H is 4.53 mm.
Through the fitting method mentioned in Ref. �30�, we obtained
the thermal property parameters of the perspex samples as shown
in Table 1.

Both thermal properties for the perspex samples from our tests
agree well with the reference values from literature and the errors
range from 2% to 3.94%. The reliability of our test device for
solid sheets materials are thus confirmed.

8 Apply Stepwise Transient Method on Fiber
Materials

The additional difficulty in measuring the thermal properties of
fibrous materials or any porous media with interconnected pores,
lies in the fact that a fibrous material is a mixed multiphase system
of fiber and air residing in the pores. Once the temperature gradi-
ent gets large enough in the testing process, the air inside the

fibrous material will begin to move around and the convective
heat transfer takes place, which completely changes the nature of
the heat transfer and renders Eq. �2� for thermal conductivity only
no longer valid �25�. In other words, two issues have to be dealt
with in testing a fibrous material—the boundary influence and
convective heat loss.

In this paper, three kinds of fibrous material �nonwoven, twill,
and knit velvet� are used in the testing. All samples are balanced
for 24 h under standard environment with temperature of 20°C
and relative humidity of 65%.

For the thickness of the fabrics is very small, in order to
achieve the required thickness for testing, fabric samples must be
stacked together to 35 mm on both sides of the heat source and the
temperature sensor is placed inside the upper stack as discussed
before. The samples and test parameters are shown in Table 2.

To further examine the potential convective heat transfer, we
tested the samples under two different temperature gradients. If
there is no convection, then the parameters k and a, as derived by
fitting Eq. �2�, should remain constant with time. We used two
different flux values of heat source in the testing of the nonwoven
fabric samples as shown in Fig. 7. Since the sample resistant is
given, different heat flux will generate different temperature gra-
dients, in this case by nine times. When the heat density q
=20.6 W m−2, both effective thermal conductivity and thermal
diffusivity, largely remain the same with some random fluctuation
around the mean value in different fitting time sections t̄. Note that
each fitting time is t� tm so as to eliminate the boundary influ-

Fig. 4 The impact of material thermophysical properties on �fm

Fig. 5 The influence of t on ��f�

Fig. 6 The influence of q on ��f�

Table 1 Results comparison of thermal property parameters
for perspex

k
�W m−1 K−1�

cv
�J g−1 K−1�

a
�m2 s−1�

Measured value 0.195 1.37 1.22�10−7

Reference value1 0.191 1.35 1.22�10−7

Relative error �%�2 2.09 1.71 3.94

�1� Reference value is under 20°C from Ref. �43�.
�2� Relative error= �measured value–reference value�/reference value �%�. The at-
mosphere temperature is 18°C.

Table 2 The samples and test parameters

Sample
Fabric weight

�g /m2�
H1

�mm�

Nonwoven 4.852 3.38
Twill 143.1 3.08
Knit velvet 203.5 3.30

�1� H is the distance in Fig. 3, averaged over several measurements.
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ence. However, these properties now increase monotonously and
exceed those at low heat load under a much higher heat load q
=185.5 wm−2 showing an increase in heat loss due ostensibly to
convection. It is interesting that the initial values of the properties
in this case would be smaller than those at low heat flux: This may
reveal that when the sample is still at room temperature, which is
too high a heat impact that actually impedes the heat transfer until
the sample temperature rises to a certain level.

In conclusion, to avoid both the sample boundary and heat con-
vection influence, the testing conditions for fibrous materials in-
clude appropriately low heat flux q=20.6 W m−2 and within a
time limit t� tm.

The test results of all three fibrous samples are given in Fig. 8
and each data point is a result of five repeats. From the results we
can see the nonwoven fabric has the smallest effective thermal
conductivity k and thermal diffusivity a among the three fabrics.
Whereas the twill fabric exhibits higher effective thermal conduc-
tivity k yet lower thermal diffusion coefficient a than the knit
velvet. Parameter k describes the medium’s thermal conduction
performance under the steady-state condition but a=k /cv de-
scribes the temperature diffusion ratio under the unsteady-state
condition, so these two parameters have different application
fields. In our test, both k and a are simultaneously measured,
which can completely describe the fabric sample thermal perfor-
mance in all cases.

Different fabric samples have different dispersion of test re-
sults. In effective thermal conductivity aspect, the coefficient of
variation �CV� value for nonwoven fabric and knitting velvet are
12.0% and 6.9%, respectively, which are bigger than twill fabric
�CV=3.2%�. However in the thermal diffusion coefficient aspect,
the CV value for nonwoven fabric and knitting velvet are larger
than twill fabric with 9.8%, 9.5%, and 4.3%, respectively, which
explains twill fabric has better uniform structure and stability than
nonwoven fabric and knitting velvet.

9 Conclusion
In this paper, we have studied the application of unsteady ther-

mal properties methods on fiber material. We first demonstrated
that the local heat convection potentially excited by imposing test
temperature can be avoided by controlling the heat density q and
the DPL effects are normally negligible in practical measurements
of fibrous materials. By both numerical analysis and experimental
validation, we have demonstrated that our unsteady measurement
approach, the stepwise transient heating mode with a metal foil
probe, can be used to test the effective thermal conductivity and
thermal diffusion coefficient of various fibrous materials.

Nomenclature
a 
 thermal diffusivity, m2 s−1

	 
 heat transfer coefficient
c 
 heat capacity, J kg−1 C−1

cv 
 volume heat capacity, J m−3 C−1

h 
 heat transfer coefficient, W m−2 C−1

k 
 thermal conductivity, W m−1 C−1

kair 
 thermal conductivity of air, W m−1 C−1

keff 
 equivalent �or effective� thermal conductivity,
W m−1 C−1

H 
 distance between the sensor and the heat
source, m

L 
 thickness, m
Nurh 
 Nusselt number

� 
 density, kg m−3

q 
 heat flux, W m−2

rh 
 hydraulic radius, m
T 
 temperature, C

T0 
 initial temperature, C
TE 
 temperature in the actual sample

Fig. 7 The testing results for nonwoven fabric under different heat source power
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TT 
 temperature in infinite medium
t 
 time, s

tm 
 maximum test time, s
t̄ 
 mean value in different fitting time sections
x 
 distance between the measurement point and

the heat source, m
� f 
 difference between the actual experiment and

theory
� fa 
 critical value of � f

�� fm� 
 maximum value of �� f�
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A numerical study has been performed to further investigate the flow and temperature
fields in layered porous cavity. The geometry considered is a two-dimensional square
cavity comprising of three or four vertical sublayers with nonuniform thickness and
distinct permeability. The cavity is subjected to differential heating from the vertical
walls. The results obtained are used to further evaluate the capacity of the lumped-system
analysis in the prediction of heat transfer results of layered porous cavities. It has been
found that predictions by the lumped-system model are reasonably good for the range of
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estimate of heat transfer result from a layered porous cavity with reasonable accuracy.
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1 Introduction
Heat transfer in porous media has received considerable atten-

tion in the last few decades because of its important applications
in engineering. However, previous studies have mostly focused on
homogenous porous media while layered porous media, although
encountered quite frequently in applications, have receive rather
little attention. For stability analysis, Masuoka et al. �1� made the
first study on the onset of thermal convection in a two-layer po-
rous system. Their work was later extended by McKibbin and
O’Sullivan �2� to multilayer systems. Rees and Riley �3� further
extended the classical stability problem into a three-dimensional
domain. Most recently Nield et al. �4� developed a numerical code
based on the algorithm that they proposed earlier �5� to predict the
critical Rayleigh number for the onset of convection in a saturated
porous medium with strong heterogeneity in permeability, thermal
conductivity, and applied temperature gradient in both vertical and
horizontal directions. For heat transfer analysis, Donaldson �6�
reported the first numerical result of heat convection in a
multilayer system. This was followed by Rana et al. �7� in a nu-
merical simulation of a geothermal reservoir using a layered po-
rous model. Their results compared favorably with the field data
obtained. For horizontal layers, heat transfer results have been
presented by McKibbin and coworker �8–10�. For vertical layers,
Poulikakos and Bejan �11� as well as Lai and Kulacki �12� studied
the effects of permeability contrast and thermal conductivity ratio
on natural convection in two- or three-layer porous systems.

Earlier studies �12–14� have also shown that numerical results
for heat transfer in layered porous media are usually obtained with
great efforts. The solution process is further complicated by the
need to implement interface conditions between two neighboring
sublayers. Therefore, it is highly desirable to have a simple model
for engineering applications, which can accurately predict the heat
transfer results without laborious computational effort. Recently, a
lumped-system model has been proposed by Leong and Lai

�13,14� to determine the heat transfer rate by natural convection in
a layered porous system. The proposed lumped-system model uses
an effective permeability to represent a layered porous medium
and treat the medium as if it was homogeneous. As they sug-
gested, an effective permeability defined by the arithmetic average
should be used when the sublayers are oriented parallel to the
primary heat flow direction. On the other hand, an effective per-
meability based on the harmonic mean should be used when the
sublayers are perpendicular to the primary heat flow. They have
shown that the lumped-system model works quite well for layered
porous cavities of various aspect ratios with uniform sublayer
thickness �13,14�.

The objective of the present study is to further examine the
capacity of the lumped-system model in the prediction of heat
transfer result for layered porous systems. To this end, the present
study considers a porous cavity with three or four vertical sublay-
ers with nonuniform thickness. Numerical calculations are first
performed using the actual layered model. The heat transfer re-
sults thus obtained are then compared with those predicted by the
lumped-system model. In addition, the results will be used in the
comparison with those obtained from homogeneous anisotropic
model in the subsequent study.

2 Formulation and Numerical Method
The geometry considered is a square cavity �L=H� �Fig. 1�. It

consists of three or four sublayers of nonuniform thickness and
distinct permeability. The permeabilities of these sublayers are
alternating among the sublayers �i.e., K1=K3 and K2=K4�. The
sublayers are assumed to be saturated with the same fluid. The
cavity walls are impermeable. The top and bottom walls are insu-
lated while the vertical walls are differentially heated at constant
temperatures Th and Tc �Th�Tc�. The governing equations based
on Darcy’s law as given by Leong and Lai �13,14� are

�ui

�x
+

�vi

�y
= 0 �1�

ui = −
Ki

�

�pi

�x
�2�
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�Ti
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= �i� �2Ti

�x2 +
�2Ti

�y2 � �4�

where the subscript i refers to the individual sublayer in the cavity.
In addition to the boundary conditions, interface conditions are
required for the solution of the flow and temperature fields in the
cavity. The interface conditions imposed are the continuity of
mass, pressure, temperature, and heat flux across the interface.
McKibbin and O’Sullivan �2� as well as Rana et al. �7� justified
the use of these conditions. For brevity, the boundary and inter-
face conditions are presented here only for a three-layer cavity,
but can be extended to a four-layer case in a similar fashion, as
follows:

x = 0, u1 = 0, T1 = Th �5a�

x = L, u3 = 0, T3 = Tc �5b�

x = L1, u1 = u2, p1 = p2

T1 = T2, k1
�T1

�x
= k2

�T2

�x
�5c�

x = L − L1, u2 = u3, p2 = p3

T2 = T3, k2
�T2

�x
= k3

�T3

�x
�5d�

y = 0, x � L1, v1 = 0,
�T1

�y
= 0

L1 � x � L − L1, v2 = 0,
�T2

�y
= 0

L − L1 � x � L, v3 = 0,
�T3

�y
= 0 �5e�

y = H, x � L1, v1 = 0,
�T1

�y
= 0

L1 � x � L − L1, v2 = 0,
�T2

�y
= 0

L − L1 � x � L, v3 = 0,
�T3

�y
= 0 �5f�

Equations �1�–�4� and �5a�–�5f� can be simplified by introduc-
ing the stream function. In dimensionless form, they are given by

�2�i

�X2 +
�2�i

�Y2 = − Rai

��i

�X
�6�

��i

�Y

��i

�X
−

��i

�X
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�X2 +
�2�i
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where

�i =
ki

��cp� f
, Rai =

Kig��Th − Tc�L
�i	i

�8�

Since the porous layers are saturated with the same fluid �thus,
	1=	2 and �1=�2�, the ratio of Rayleigh numbers can be obtained
as

Ra1

Ra2
=

K1

K2
�9�

The corresponding boundary and interface conditions are ex-
pressed as follows:

X = 0, �1 = 0, �1 = 1 �10a�

X = 1, �3 = 0, �3 = 0 �10b�
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Fig. 1 Layered porous cavities subject to differential heating
from two vertical walls: „a… three sublayers and „b… four
sublayers
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The interface conditions have been implemented using imagi-
nary nodal points as described by Rana et al. �7�. The equations
for the dimensionless stream function and temperature at the first
interface are given below and they can be obtained for other in-
terfaces in a similar manner.
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2 �
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�11b�

where K̃=K2 /K1 is the permeability ratio and N is the nodal num-
ber along the interface.

The governing equations with the boundary and interface con-
ditions were solved using a finite difference method. This method
has been successfully employed by the authors for similar studies
�13,14�. For the present study, various sublayer thicknesses have
been considered �L1 /L=1 /13, 2/13, 3/13, 4/13, 5/13, and 6/13 for
the case of three sublayers and L1 /L=1 /16, 1/8, 3/16, 5/16, 3/8,
and 7/16 for the case of four sublayers�. In addition, computations
have covered a wide range of base Rayleigh number �10�Ra1
�1000� as well as permeability ratio �K1 /K2=0.1, 1, 10, and
100�. Uniform grids �1561�1561� with under- and over-
relaxation are used for most of the calculations to ensure the ac-
curacy of the numerical results. It should be noted that the grid
used is denser than those of the previous studies to ensure that
there are sufficient nodes in the thinnest sublayer considered. It
should also be pointed out that solution for cavities with K1 /K2
�1 is more difficult to converge than those with K1 /K2�1 at a
given base Rayleigh number. This can be seen from Eq. �9� that
the Rayleigh number for the even-number sublayer is K2 /K1 times
higher than the base Rayleigh number. As a result, local convec-
tion is much stronger than that implied by the base Rayleigh num-
ber for cavities with K1 /K2�1. Nevertheless once the solution
converges, it is noticed that further refinement of the grid does not
significantly improve the results. An overall energy balance has
been performed in each calculation to further evaluate the accu-
racy of the results obtained. For the present study, the results are
satisfied within 3% �most are within 1%�. The overall heat transfer
is expressed in terms of the average Nusselt number at each ver-
tical wall as given by

Nu = −�
0

1 � ��

�X
�

X=0,1

dY �12�

To validate the code thus developed, results have been tested
against those reported in the literature for a homogeneous porous
cavity by setting the permeability ratio K1 /K2 to unity. The agree-
ment is very good and is documented in Ref. �15�.

3 Results and Discussion
For natural convection in a homogeneous porous cavity, the

flow development with increase in the Rayleigh number has been
classified by Prasad and Kulacki �16� into four regimes: conduc-
tion, asymptotic flow, pseudo boundary layer flow, and boundary
layer flow. While the conduction regime is characterized by a
moderate circulatory parallel flow structure and a temperature pro-
file linearly distributed in the x-direction, the asymptotic flow re-
gime is identified by gradual temperature stratification in the core
region and an increase in heat transfer by convection near the
walls. Further increase in the Rayleigh number leads to the bound-
ary layer flow regime. These classifications are very useful for the
discussion that follows.

The flow and temperature fields in a cavity with three sublayers
and a permeability ratio of K1 /K2=0.1 are shown in Fig. 2 �in
terms of streamlines and isotherms� for various base Rayleigh
numbers and sublayer thicknesses. In general, the flow structure
for a cavity with three sublayers is similar to that with two sub-
layers �12�, only more complicated by the presence of additional

Fig. 2 Flow and temperature fields in a porous cavity with
three sublayers „K1 /K2=0.1…: „a… flow field „�� as indicated in
the figure… and „b… temperature field „��=0.1…
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sublayers. Because of the difference in the permeability between
two neighboring sublayers, the location of the interface can be
easily identified by the abrupt change in the slope of streamlines.

For the present case �K1 /K2=0.1�, the two outer sublayers are
less permeable than the one in the middle. As such, when the base
Rayleigh number increases, convection is more prominent in the
middle sublayer than that in the outer sublayers. Also it is noticed
that the direction of the convective flow becomes nearly horizon-
tal in the middle sublayer while it runs mostly vertical in the outer
sublayer. As the sublayer thickness ratio �L1 /L� increases, one
observes that the strength of the convective flow becomes weaker
because of an increase in the flow resistance from the less perme-
able outer sublayers. Thus the outer sublayers can be considered
as a damper that significantly weakens the convective flow when
their thickness increases. It is also interesting to note that the
presence of the less permeable outer sublayers forces the convec-
tive flow to run faster in the upper half of the middle sublayer than
that in the lower half, which produces a significant effect on the
temperature distribution in the cavity. As observed from Fig. 2�b�,
the cavity is thermally stratified when the base Rayleigh number
increases. However, the thermal stratification observed here is dif-
ferent from that of a homogeneous cavity �16�. The stratification
for the present case is not uniform but confined mostly to the
upper half of the cavity due to the disparity in the convective flow
velocity mentioned earlier. As the base Rayleigh number in-
creases, the largest temperature gradient �heat flux� occurs at the
lower left corner of the cavity while the eye of the convective cell
shifts to the upper right corner of the cavity.

The flow and temperature fields for a cavity with three sublay-
ers and a permeability ratio of K1 /K2=10 are shown in Fig. 3 for
various base Rayleigh numbers and sublayer thicknesses. In this
case, the two outer sublayers are more permeable than the middle
one. It is clearly observed that the flow and temperature profiles
for the present case are very different from those of K1 /K2=0.1
�Fig. 2�. For the present case, convection always starts in the more
permeable outer sublayer near the hot wall and penetrates the less
permeable middle sublayer as the base Rayleigh number in-
creases. In addition, the strength of the convective flow increases
as the sublayer thickness ratio increases. The heat transfer mode in
each sublayer can be easily identified from the isotherm contours
�Fig. 3�b��. The linear distribution of isotherms at a low base
Rayleigh number �e.g., Ra1=10� indicates that heat transfer is
driven by conduction. An increase in the base Rayleigh number
leads to a transition of the heat transfer mode from conduction to
convection. In contrast to the case of K1 /K2=0.1, it is noticed that
the eye of the convective cell is now shifted to the lower left
corner of the cavity as the base Rayleigh number increases.

For cavities with four sublayers, the flow and temperature fields
are shown in Figs. 4 and 5 for K1 /K2=0.1 and 10, respectively.
For a given permeability ratio, it is observed that the temperature
field in the first two sublayers of a four-sublayer cavity bears some
similarity to that in a three-layer cavity. For a given base Rayleigh
number, the presence of the middle less permeable sublayer has
created additional flow resistance that has to be overcome by the
buoyancy-induced flow in order to sustain convection in the sec-
ond more permeable sublayers. This suggests that an increase in
the number of sublayers suppresses the convection within the cav-
ity. For K1 /K2=0.1, the added flow resistance due to additional
sublayer has greatly reduced the strength of convection �Fig. 4�.
For K1 /K2=10, the penetration of convective flow to the right
most sublayer is considerably reduced. In addition, the breakdown
of the primary cell to two secondary cells due to the presence of
the less permeable sublayer that was observed in the three-layer
case is even more obvious in the present case �Fig. 5�. For
K1 /K2=10, it is clear that conduction remains the dominant heat
transfer mode at low base Rayleigh numbers. This is confirmed by
the presence of evenly distributed isotherms throughout the cavity
�Fig. 5�. An increase in the base Rayleigh number causes only

slight distortion of isotherms in the more permeable sublayer. The
distortion of isotherms is an indication of weak convection.

With an increase in the permeability contrast �i.e., K1 /K2
=0.01 or 100�, the less permeable sublayer behaves almost like an
impermeable wall. The penetration of convective flow to these
sublayers is only possible at a higher Rayleigh number, leaving
convection mainly in the more permeable sublayer. This has led to
conduction heat transfer in the less permeable sublayer�s� and
convective heat transfer in the more permeable sublayer�s�.

For heat transfer results, it is found that the average Nusselt
number for K1 /K2�1 is always greater than that of a homoge-
neous one while it is always less than that of a homogeneous one
for K1 /K2�1. This is consistent with the results reported in the
previous studies �12–14�. To verify if the lumped-system analysis
is applicable for the present problem, the heat transfer results
obtained are expressed as a function of the Rayleigh number
based on the effective permeability. For the present study, the
sublayers are oriented vertically. Since the cavity is differentially
heated from the vertical side walls, the sublayers are perpendicu-
lar to the heat flow direction. According to the lumped-system
theory �13,14�, an effective permeability based on the harmonic
mean should be employed, which is given by

1

K̄H

=
2L1/L

K1
+

�1 − 2L1/L�
K2

�13�

Clearly, the lumped-system analysis is based on a concept simi-
lar to thermal resistance. Since the resistance to convective heat

Fig. 3 Flow and temperature fields in a porous cavity with
three sublayers „K1 /K2=10…: „a… flow field „�� as indicated in
the figure… and „b… temperature field „��=0.1…
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transfer is inversely proportional to the sublayer permeability, the
above expression represents a thermal circuit in series.

The heat transfer results are shown in Fig. 6 as a function of the
effective Rayleigh number. For comparison, the results for a ho-
mogeneous cavity are also included �as solid lines� in the figures.
For cavities with three sublayers, Fig. 6�a� reveals that all data
nearly collapse to the curve representing the heat transfer result
for a homogeneous cavity. But there is some discrepancy between
the actual Nusselt number and that predicted by the lumped-
system analysis. The discrepancy is initially negligible at small
Rayleigh numbers but grows to a maximum �about 50%� when the
Rayleigh number becomes large �i.e., RaH�600�. Similarly, for
cavities with four sublayers �Fig. 6�b��, it is observed that the data
collapse to the curve even better than those with three sublayers,
which is consistent with the observation that the model would
work best when the number of sublayers increases �9�. Also it is
noticed that the lumped-system analysis give a better prediction
for cavities with sublayers of nearly uniform thickness �e.g.,
L1 /L=3 /13 and 4/13 for three-sublayer and 3/16 and 5/16 for
four-sublayer�. From the above observations, one concludes that
the lumped-system analysis with an effective permeability based
on the harmonic mean can provide a fairly good prediction in heat
transfer for cavities with nonuniform sublayers.

The findings from the present study are consistent with that of
Leong and Lai �13,14�. Therefore, we can assert that the direction
of heat flow relative to the sublayer orientation is crucial in the
determination of the effective permeability of a layered porous
cavity to be used in the lumped-system analysis. Particularly, the

present study showed that the effective permeability based on the
harmonic mean provides a fairly good prediction in heat transfer
for a layered system, in which the sublayers are oriented perpen-
dicular to the direction of heat flow. It is further demonstrated that
heat transfer in a layered porous cavity is analogous to an electric
circuit, where the effective permeability plays the same role as the
equivalent electrical resistance.

4 Conclusions
Natural convection in layered porous cavities differentially

heated from two vertical walls has been numerically examined in
this study as an extension to several earlier studies �12–14�. In
addition, the present study has further examined the capacity of
the lumped-system approach in the prediction of heat transfer re-
sults in layered porous cavities. The agreement between the actual
results and those predicted by the lumped system is generally
acceptable in the range of Rayleigh numbers of practical interest.
From this aspect, one can say that the present results have con-
firmed the applicability of the lumped-system analysis for layered
porous media. In particular, it shows that the lumped system
analysis can provide a quick estimate of heat transfer result for a
layered system without massive computations. That is, to use this
model, one only needs to calculate the corresponding Rayleigh
number based on the effective permeability and then use a proper
correlation of the heat transfer results for the homogeneous cavity.
Since the latter is already well documented in the literature, the

Fig. 4 Flow and temperature fields in a porous cavity with four
sublayers „K1 /K2=0.1…: „a… flow field „�� as indicated in the
figure… and „b… temperature field „��=0.1…

Fig. 5 Flow and temperature fields in a porous cavity with four
sublayers „K1 /K2=10…: „a… flow field „�� as indicated in the
figure… and „b… temperature field „��=0.1…
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calculation of heat transfer results for a layered cavity is simple
and quick, and its accuracy is generally acceptable for most engi-
neering applications.

Nomenclature
A 
 aspect ratio, A=H /L
cp 
 heat capacity �J /kg K�
g 
 gravitational acceleration �m /s2�
H 
 height of cavity �m�
h 
 heat transfer coefficient �W /m2 K�
K 
 permeability �m2�
K̃ 
 permeability ratio K̃=K2 /K1

KH 
 effective permeability of vertical layers �m2�
k 
 effective thermal conductivity of porous me-

dium �W /m K�
L 
 width of cavity �m�

L1 
 location of the interface of vertical sublayers
�m�

N 
 nodal number of the layer interface
Nu 
 average Nusselt number, Nu=hL /k

p 
 pressure �Pa�

Ra1 
 base Rayleigh number, Ra=K1g��Th−Tc�H /�	
T 
 temperature �K�

Ui 
 dimensionless velocity in the x-direction, Ui
=��i /�Y

ui 
 Darcy velocity in the x-direction, ui=�1Ui /L
�m/s�

Vi 
 dimensionless velocity in the y-direction, Vi=
−��i /�X

vi 
 Darcy velocity in the y-direction, vi=�1Vi /L
�m/s�

X ,Y 
 dimensionless Cartesian coordinates
x ,y 
 Cartesian coordinates �m�

� 
 effective thermal diffusivity of porous medium
�=k / ��cp� f �m2 /s�

� 
 thermal expansion coefficient, �−1 /����� /�T�p

�K−1�
� 
 dimensionless temperature, �T−Tc� / �Th−Tc�
� 
 dynamic viscosity of fluid �kg /m s�
	 
 kinematic viscosity of fluid �m2 /s�
� 
 fluid density �kg /m3�

� 
 dimensionless stream function

Subscripts
c 
 cold wall
f 
 fluid
h 
 hot wall
i 
 index of the sublayer �1,2 , . . .�
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A pin fin with variable fin base thickness is optimized using a
two-dimensional analytic method. The values of the inner wall
temperature and fin volume are given as constants. The fin base
temperature varies with variation in the fin base thickness, fin
outer radius, fin length, and convection characteristic number.
Under these conditions, the optimum heat loss, the corresponding
optimum fin effectiveness, fin length, and fin outer radius are pre-
sented as functions of the fin base thickness, fin volume, and con-
vection characteristic number. One of the results shows that both
the optimum heat loss and optimum fin length decrease linearly
with increase in the fin base thickness. �DOI: 10.1115/1.4000048�

Keywords: convection characteristic number, fin base thickness,
heat loss, pin fin, optimization

1 Introduction
Extended surfaces or fins play an important role by enhancing

heat transfer in many engineering applications. Many studies
about fin problems have been reported �1–7�. The most commonly
studied fins include rectangular, triangular, trapezoidal, and annu-
lar fins. For example, Aziz and Lunardini �4� reviewed the litera-
ture on multidimensional heat conduction in single fins and fin
assemblies including rectangular and triangular fins. Kang and
Look �5� analyzed trapezoidal fins of various slopes using an ana-
lytical method. Look �6� demonstrated two-dimensional effects by
comparing the results of one- and two-dimensional analyses of a
rectangular fin on a pipe. Also, Campo and Cui �7� presented an
elementary analytic procedure for solving approximately the
quasi-1D heat conduction equation governing the annular fin of
hyperbolic profile.

The pin fin is also a popular shape of fin and many studies on it
have been reported. For example, Irey �8� presented the relative
error of heat loss between 1D and 2D analyses for a pin fin while
Laor and Kalman �9� presented a theoretical-numerical analysis of
spine fins with a temperature-dependent heat transfer coefficient.
Su and Hwang �10� developed analytic transient solutions for a
two-dimensional pin fin using the Laplace transformation and the
separation of variables methods.

Optimizing fins is also an interesting area of study for fin prob-
lems. One representative optimization procedure is to find the
maximum heat loss for a given fin material. For this kind of op-
timization, Kang and Look �11� presented the optimum procedure
for a thermally asymmetric convective and radiating annular fin.
Yu and Chen �12� discussed the optimization of rectangular profile
circular fins with variable thermal conductivity and convective
heat transfer coefficients. Kang �13� analyzed and optimized a
rectangular fin with fluid on the inside wall using a two-
dimensional analytic method.

To optimize a pin fin, Yeh �14� investigated analytically the
optimum dimensions of cylindrical pin fins, considering
temperature-dependent heat transfer coefficients. Chung and Iyer

�15� presented an extended integral approach to determine the
optimum dimensions for pin fins by incorporating traverse heat
conduction. In these papers, for a pin fin optimization, the pin fin
base temperature is given as a constant.

In this two-dimensional optimization of a pin fin for fixed fin
volumes, the inner wall temperature is given and the fin base
temperature varies with variation in the fin base thickness and fin
radius, fin length, and convection characteristic number. Under
these conditions, the optimum heat loss, fin effectiveness, fin
length, and outer radius are presented as functions of the fin base
thickness, fin volume, and convection characteristic number.

2 2D Analysis
For a pin fin under steady state condition as shown in Fig. 1,

two-dimensional governing equation and four boundary condi-
tions can be written in dimensionless form as

�2�

�R2 +
1

R

��

�R
+

�2�

�X2 = 0 �1�

� ��

�R
�

R=0

= 0 �2�

− � ��

�X
�

X=Lb

=
1 − ��X=Lb

Lb
�3�

� ��

�X
�

X=Le

+ M · ��X=Le
= 0 �4�

� ��

�R
�

R=Ro

+ M · ��R=Ro
= 0 �5�

Fin base boundary condition is presented by Eq. �3� and it means
that heat conduction from the inner wall to the fin base and heat
conduction through the fin base are the same. Solving Eq. �1� with
the boundary conditions �Eqs. �2�–�4��, the dimensionless tem-
perature distribution within the fin is

��X,R� = �
n=1

�
Rof1�X�f2�R�

2�n�g1��n� + g2��n�	g3��n�
�6�

where

f1�X� = cos h��nX� + g4��n�sin h��nX� �7�

f2�R� = J1��nRo� · J0��nR� �8�

g1��n� = �1 − �nLbg4��n�	cos h��nLb� �9�

g2��n� = �g4��n� − �nLb	sin h��nLb� �10�

g3��n� = J0
2��nRo� + J1

2��nRo� �11�

g4��n� = −
�n tan h��nLe� + M

�n + M tan h��nLe�
�12�

The eigenvalues �n can be calculated using Eq. �13�, which is
arranged from Eq. �5�, as follows:

M =
�nJ1��nRo�
J0��nRo�

�13�

Dimensionless heat loss from the pin fin is given by

Q = q/�klc�i� = − �
n=1

�
4�g7��n��J1��nRo�	2

�n�g1��n� + g2��n�	g3��n�
�14�

where
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g7��n� = sin h��nLb� + g4��n�cos h��nLb� �15�
In the case of bare wall, the energy balance equation and two
boundary conditions are denoted by

d2�

dX2 = 0 �16�

��X=0 = 1 �17�

� ��

�X
�

X=Lb

+ M · ��X=Lb
= 0 �18�

The dimensionless temperature distribution between X=0 and X
=Lb in the bare wall case is written by

� = −
M

1 + M · Lb
X + 1 �19�

The dimensionless form of heat loss from the outer bare wall can
be expressed as

Qw =
qw

klc�i
=

�Ro
2M

1 + MLb
�20�

The fin effectiveness is defined as the ratio of heat loss from the
fin to heat loss from the outer bare wall �i.e., �=Q /Qw�.

3 1D Analysis
The one-dimensional energy balance equation for the pin fin

and two boundary conditions are

d2�

dX2 −
2M

Ro
� = 0 �21�

− � ��

�X
�

X=Lb

=
1 − ��X=Lb

Lb
�22�

� ��

�X
�

X=Le

+ M · ��X=Le
= 0 �23�

Then, the dimensionless temperature distribution in a pin fin is
written by

��X� =
C3 cos h�mX� − C4 sin h�mX�

C1C3 + C2C4
�24�

where

C1 = cos h�mLb� − mLb sin h�mLb� �25�

C2 = mLb cos h�mLb� − sin h�mLb� �26�

C3 = m cos h�mLe� + M sin h�mLe� �27�

C4 = m sin h�mLe� + M cos h�mLe� �28�

m = �2M/Ro�1/2 �29�
The dimensionless heat loss from the fin is given by

Q =
�Ro

2m�C4 cos h�mLb� − C3 sin h�mLb�	
C1C3 + C2C4

�30�

4 Results
Table 1 lists the relative error of heat loss between 1D and 2D

analyses with variation in the fin outer radius, convection charac-
teristic number, and fin base thickness. The relative error increases
as all given variables increase. The effect of the fin base thickness
can be ignored when Lb=0.0001 and then the condition for Ro
=1, M =0.1, and Le=0.5001 in this table becomes the condition
for Bi=0.1 and L /a=0.5 given by Irey �8� �i.e., Bi= �h ·ro� /k
= ��h · lc� /k	 · �ro / lc�=M ·Ro, L=Le−Lb and a=Ro�. So, in the case
of Lb=0.0001 and M =0.1 in this Table, the relative errors for
Ro=0.4 and Ro=1 are 0.571% and 0.769%, respectively, which
agree well with the results for Bi=0.04, L /a=1.25 and Bi=0.1,
L /a=0.5 shown by Irey �8�.

Figure 2 presents the variation in the optimum heat loss and the
corresponding optimum fin effectiveness, optimum fin length, and
optimum outer radius as a function of the fin base thickness for a
pin fin when the fin’s dimensionless volume is fixed at 0.3. The
optimum heat loss is defined as the maximum heat loss at the
practical fin length, and the corresponding optimum values are
defined as the values when the heat loss becomes optimum. This
figure indicates that the optimum heat loss corresponding opti-
mum fin effectiveness and optimum fin length decrease linearly,
but the optimum outer radius increases linearly as the fin base
thickness increases. It should be noted that the existing range of
the optimum values for M =0.05 is less than that for M =0.01.

The dimensionless fin volume V was arbitrarily selected to be
0.3 in the previous discussion. The variation in the optimum val-
ues as a function of V is shown in Fig. 3. As expected, an increase
in V enhances the optimum heat loss. The corresponding optimum

Fig. 1 Schematic diagram of a cylindrical pin fin

Table 1 Relative error of heat loss between 1D and 2D analy-
ses for Le=0.5+Lb

Ro M

�Q1-Q2� /Q2 �%�

Lb=0.0001 Lb=0.1

0.4 0.1 0.571 0.608
0.2 1.077 1.125

1 0.1 0.769 0.890
0.2 1.467 1.677

Fig. 2 Optimum values versus the fin base thickness for V
=0.3
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effectiveness decreases rapidly at first, and then decreases slowly
with increase in the fin volume. It shows that both the optimum fin
length and outer radius increase rapidly at first and then level off
as the fin volume increases. Note that the increasing rate of the
optimum outer radius is larger than that of the optimum fin length.
Physically, the optimum pin fin’s shape becomes “fatter” with
increase in the fin volume.

The effect of convection characteristic number M on the opti-
mum values is depicted in Fig. 4. It shows that the optimum heat
loss increases linearly, whereas the corresponding optimum effec-
tiveness decreases very rapidly first and then decreases slowly
with increase in the convection characteristic number. The opti-
mum fin length decreases remarkably at first, and then decreases
slowly, and the optimum outer radius increases because of the
fixed fin volume as the convection characteristic number in-
creases.

5 Conclusions
Optimum values of a pin fin for fixed fin volumes are presented

as a function of the fin base thickness, fin volume, and convection
characteristic number. These optimum values may be used to de-
sign a practical pin fin. Both the optimum heat loss and the opti-
mum fin length decrease linearly as the fin base thickness in-
creases. Even though the optimum heat loss increases, the
corresponding optimum fin effectiveness decreases as the fin vol-
ume and convection characteristic number increase. This is either
because the optimum fin length decreases, whereas the optimum
outer radius increases, with increase in the convection character-
istic number, or because the increasing rate of the fin length is less
than that of the fin outer radius with increase in the fin volume.
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Nomenclature
Bi � Biot number, M ·Ro
h � heat transfer coefficient, W /m2°C

J0 � Bessel function of the first kind with zero
order

J1 � Bessel function of the first kind with first order
k � thermal conductivity, W /m°C
lb � fin base thickness �m�
lc � characteristic length �m�
le � fin tip length �m�

Lb � dimensionless fin base thickness, lb / lc
Le � dimensionless fin tip length, le / lc
M � convection characteristic number, �hlc� /k
q � heat loss from a pin fin �W�
Q � dimensionless heat loss from a pin fin,

q / �klc�i�
qw � heat loss from the bare outer wall �W�
Qw � dimensionless form of qw, qw / �klc�i�

r � pin fin radius directional coordinate �m�
R � dimensionless form of r, r / lc
ro � outer radius of a pin fin �m�
Ro � dimensionless outer radius of a pin fin, ro / lc
T � temperature �°C�

Ti, T� � inner wall and ambient temperature �°C�
v � fin volume �m3�
V � dimensionless fin volume, v / lc

3=�Ro
2�Le−Lb�

x � fin length directional coordinate �m�
X � dimensionless form of x, x / lc
� � fin effectiveness, Q /Qw
� � dimensionless temperature, �T−T�� / �Ti−T��

�i � adjusted inner wall temperature, �Ti−T��
�n � eigenvalues, n=1,2 ,3 , . . .

Subscripts
1, 2 � one- and two-dimensional analyses

b � fin base
c � characteristic
e � fin tip
i � inner wall
o � outer radius
w � bare outer wall
� � ambient

Superscripts
� � optimum
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1 Introduction
To defeat the invasion of the enemy military object, high energy

laser �HEL� weapons can be employed because they offer the
advantages of remote delivery of energy at the speed of light onto
a small spot of military target. It is critical to know the tempera-
ture at the heated front target surface in order to accurately under-
stand the damage mechanism in laser-irradiated composite mate-
rials. However, the heated front-surface is either inaccessible or
too hot so that it is unsuitable for attaching a sensor. Therefore,
the heated �front� surface temperature has to be determined indi-
rectly by solving an inverse heat conduction problem �IHCP� �1,2�
based on the transient temperature and/or heat flux measured at
the back-surface.

Although IHCPs were extensively studied for different applica-
tions in the past �e.g., Refs. �3–6��; little work was done for peri-
odic laser irradiation to a remote surface. The laser energy is
delivered to the surface in a periodic way due to target-spinning or

atmosphere variation. Recently, the authors proposed a low-error
IHCP algorithm to reconstruct the front-surface heating condition
with back-surface measurement data �7�. It was demonstrated that
high-accuracy solutions can be obtained by choosing the front-
surface heat flux as the unknown function and using the back-
surface temperature measurement data as the boundary condition
while the back-surface heat flux measurement data are employed
in the objective function. However, the applicability of the au-
thors’ work is limited to pure conduction cases. To the best of the
authors’ knowledge, little is done for the inverse problem in com-
posite materials subjected to laser heating, although Aviles-Ramos
et al. �8� developed an exact solution for the IHTPs in a two-layer
composite material, the pyrolysis effect is not considered in their
model.

2 Inverse Problem and Solution Method
Consider a 1D composite slab with a thickness of L, as shown

in Fig. 1. The two parts, fiber and matrix, are depicted on a mi-
croscale size level. The black regions represent fibers; the gray
regions denote the matrix. Initially, the slab is uniformly at tem-
perature T0 and is subjected to a high intensity laser heating from
time t�0 at its front-surface �x=0�. Before the pyrolysis occurs,
only pure conduction takes place in the composite. When the tem-
perature of the composite is elevated to the pyrolysis temperature,
the composite material undergoes chemical decomposition. Mean-
while, the decomposing process gives off gaseous byproducts that
flow outward from the pyrolysis zone to the composite surface
�the white regions in Fig. 1 represent the gas flow channels�.

The inverse problem can be mathematically described as

C�T�
�T

�t
=

�

�x
�k�T�

�T

�x
� + Q�x,t� + G�x,t� �1�

T = T0 for 0 � x � L, t = 0 �2�

T�L,t� = 2 · YTL�t� − Tg for x = L, t � 0 �3�

where T is the temperature of the solid part during pyrolysis, C
and k are the volume specific heat and thermal conductivity of the
solid part, respectively, Q�x , t� is the heat generation arising from
the thermal decomposition, G�x , t� is the heat source due to the
convective heat exchange between the pyrolysis gas and the solid
part, YTL�t� is the average solid-gas temperature measured at back-
surface, and Tg is the temperature of pyrolysis gas, which is cal-
culated based on pyrolysis kinetics simulation �9�.

The purpose of the IHCP is to reconstruct the heat flux q1�t�
and temperature T1�t� at the front-surface of the composite mate-
rial based on the measured temperature YTL�t� and heat flux YqL�t�
at the back-surface and the temperature readings YT1�t� at an in-
terior position.

The thermal conductivity k is considered to be temperature-
dependent and will change as pyrolysis progresses �10�. The vol-
ume specific heat C, is pyrolysis process dependent and is com-
puted based on a 3D porous structure using the local volume
averaging method �11�.

The conjugate gradient method �CGM� �2� is applied to solve
the inverse problem formulated as above. The inverse solution is
obtained by minimizing the objective function

S�q1�t�� =�
0

tf

�YqL�t� − q�L,t;q1�t��	2dt

+�
0

tf

�YT1�t� − T�x1,t;q1�t��	2dt �4�

where tf is the final simulation time, q�L , t ;q1�t�� is the estimated
heat flux at the back-surface, and T�x1 , t ;q1�t�� is the estimated
average temperature at the interior position x1.
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The CGM mathematical formulations and solution procedure
for nonlinear inverse problems are similar to those in Ref. �7�.

3 Results and Discussion

3.1 Generation of Simulated Measurement Data. Instead of
conducting actual experiment, the measurement data of tempera-
ture and heat flux are generated numerically by solving a direct
problem with radiation and convection boundary conditions. To
account for the measurement error, one extra term is added to heat
flux measurement YqLexact�t�

YqL�t� = YqLexact�t� + ��q �5�

where YqLexact�t� is the simulated measurement data from the di-
rect problem, �q is the standard deviation of the heat flux mea-
surement and is set as a percentage of the highest heat flux value
at the back-surface, and � is a random variable between −1 and 1.

It is assumed that the temperature readings at back-surface and
interior locations contain no errors since temperature can be mea-
sured with much less uncertainty compared with the heat flux
�12�.

3.2 Results of IHCP. The temperature-dependent thermal
conductivities of the composites can be found in Ref. �10�. The
thermal properties of fiber and matrix are the same as those in
Ref. �9�. The thickness and initial temperature of the composite
are L=2.5 mm and T0=300 K, respectively. The front-surface
heat flux is assumed to be uniform and can be expressed as q
=qc+0.1qc sin�2�ft� �W /m2�, where qc is a constant heat flux
and f is the frequency of the sinusoidal component. Unless speci-
fied otherwise, qc=200 W /cm2, �q=5% · �YqLexact�t��max and �b

=3% · �YqLexact�t��max.
The thermal properties of the pyrolysis gas are considered to be

those of CO2 �13�. The pyrolysis kinetics parameters are from
Ref. �9�.

Figure 2 displays the inverse heat conduction results for the
case where the frequency of the periodic laser heat flux is f
=2 Hz and the interior temperature sensor is located at x1
=1 /3L. Figures 2�a� and 2�b� show the heat sources Q�0, t� and
G�0, t� due to decomposition chemical reaction and pyrolysis gas
flow, respectively. As can be seen, the peak value of heat source
Q�x , t� due to chemical reaction takes place at about 0.1 s while
the gas flow heat source peak occurs at some later time �about 0.3
s�. In Fig. 2�b�, the wiggles near time 0.3 s is due to the finite time
step used in the simulations. It is seen in Fig. 2�c� that the recov-
ered front-surface temperature agrees well with the exact solution
obtained by solving the direct problem.

Our numerical experiments show that the frequency of the pe-
riodic laser heating flux f plays a dominant role in the inverse
solution accuracy. As the frequency of the periodic laser heating
flux increases, a convergent inverse solution can only be obtained
when the interior temperature sensor is moved closer toward the
laser heating surface. The positions of the interior temperature

sensor as a function of the periodic laser flux frequency are pre-
sented in Fig. 3. The vertical coordinate variable is the relative
position of the temperature sensor. For example, a value of 0.2
means that the position of the temperature sensors is at x=0.2L.
As can be seen, when the frequency of the periodic laser heating
flux is increased, the interior temperature sensor needs to be
moved toward the laser heating surface.

Figure 4 shows the results for the composite material whose
thermal properties �thermal conductivity and specific heat� con-

Fig. 1 Physical model

Fig. 2 Heat sources and recovered temperatures for the case
where the interior temperature sensor is located at x1=L /3 and
the frequency of the periodic laser heating is f=2 Hz

Fig. 3 Positions of interior temperature sensor as a function
of periodic heating frequency

034502-2 / Vol. 132, MARCH 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tains 5% random perturbation. The frequency of the periodic laser
heating flux is 5 Hz. A single interior temperature sensor located
at x1=L /10 is used. It is seen that the inverse algorithm and the
numerical model formulated in this study have very good perfor-
mance in handling this type of problems where uncertainty-
containing thermal properties are involved.

4 Conclusions
A conjugate gradient model is formulated to recover the peri-

odic heating condition at the front-surface of a composite material
using the back-surface temperature and heat flux measurements as
well as interior temperature readings. The pyrolysis chemical re-
action and outgassing flow effects are incorporated in the model.
It is found that for the low-thermal-conductivity composite mate-
rials, it is necessary to measure the temperatures at an interior
location as additional information to recover the front-surface pe-
riodic heating condition. It is also shown that the frequency of the
periodic laser heating flux plays a dominant role in the determi-

nation of the interior sensor position. The robustness of the pro-
posed algorithm is also demonstrated by its capability in handling
the case of thermophysical properties with uncertainties.
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Heat transfer through rectangular permeable fins is modeled and
analyzed theoretically in this work. The free stream fluid flow is
considered to be normal to the upper surface of the permeable fin.
The flow across the permeable fin is permitted in this work. The
continuity, momentum, and energy equations are solved for the
fluid flow using a similarity transformation and an iterative tridi-
agonal finite difference method. As such, a correlation for the
Nusselt number is generated as functions of the Prandtl number
(Pr) and dimensionless suction velocity �fo� for 0.7� Pr�10 and
0� fo�5, respectively. The energy equation for the permeable fin
is generated and solved analytically using the developed correla-
tion. It was found that permeable fins may have superiority in
transferring heat over ordinary solid fins, especially at large fo
values and moderate holes-to-fin surface area ratios. In addition,
the critical holes-to-fin surface area ratios, below which the per-
meable fins transfer more heat than solid fins, is found to increase
as Pr and fo increase. Finally, this work paves a way for a new
passive method for enhancing heat transfer.
�DOI: 10.1115/1.4000056�

Keywords: conduction, heat transfer, enhancement, permeable
fins, convection

1 Introduction
Fins are quite often found in the industry, especially in the heat

exchanger industry as in finned tubes of double-pipe, shell-and-
tube, and compact heat exchangers �1–6�. As an example, fins are
used in air cooled finned tube heat exchangers like car radiators
and heat rejection devices. Also, they are used in refrigeration
systems, and in condensing central heating exchangers. Moreover,
fins are also utilized in the cooling of large heat flux electronic
devices, and in the cooling of gas turbine blades �7�.

According to design aspects, fins can have simple designs such
as rectangular, triangular, parabolic, annular, and pin rod fins
�1–3�. On the other hand, fin design can be complicated such as
spiral fins �8,9�. In addition, fins can have a simple network as in
finned tubes heat exchangers �6�. In contrast, they can be arranged
in a complex network, as can be seen in the works of Alebrahim
and Bejan �10�, Almogbel and Bejan �11�, and Khaled �12�. More-
over, fins can be further classified, based on the fact whether they
interact thermally with a single fluid reservoir or with two differ-
ent fluid reservoirs. Example of works, based on the last classifi-
cation, are those of Khaled �13,14�. In addition, fins can be at-
tached to the surface, as in the works in Refs. �1–9�, or they may
have roots in the heated/cooled walls �15�. Finally, fins can be

solid �1–9�, porous �16�, or permeable �14�. Of special interest to
this work is the permeable fins, which received less attention in
the literature.

In this work, rectangular permeable fins have been theoretically
investigated. The flow is assumed to be normal to the upper fin
surface area. As such, normal flow across the fin is induced. Ap-
propriate forms of momentum and energy equations have been
developed for the flow above the fin surface area and across its
thickness. The major controlling dimensionless parameters affect-
ing the heat transfer through the fin are determined. A well defined
performance indicator �16� was selected. As such, extensive para-
metric study is performed in order to thermally characterize the
permeable fins, and to explore their superiority in conducting heat
as compared with solid rectangular fins.

2 Problem Formulation

2.1 Convection Heat Transfer Coefficient for a Permeable
Plate. Consider a plate fin having a thickness t and a width 2H.
The plate is permeable and it is subjected to a fluid flow normal to
its width with a far stream normal velocity of V, as shown in Fig.
1. The conservation of mass necessitates that the axial velocity
gradient near the plate surface be equal to the following:

du�

dx
= �V − �Vo�x�

l
� �1�

where x is along the width direction of the plate, and it starts at its
center. Vo�x� is the suction speed at the plate, and � is the ratio of
holes area to the total surface area. l is the characteristic normal
distance between the far stream and the plate. Vo�x� can be related
to the pressure across the permeable plate through the following
relation:

Vo�x� =
d

12�
�d

t
��P��x� − Pa� �2�

where Pa and d are the atmospheric pressure and the diameter of
the holes on the plate, respectively.

Applying the Bernoulli equation between the far stream and the
stream near the plate excluding the viscous boundary layer will
result in the following relation:

�P��x� − Pa�
�

=
V2

2
−

u�
2

2
−

�2Vo
2

2
�

V2

2
−

u�
2

2
�3�

The term �2Vo
2 /2 is negligible, relative to V2 /2, especially for

viscous fluids or when d and �d / t� are very small. As such, it is
eliminated. Substituting Eq. �3� in Eq. �2�, then in Eq. �1�, results
in the following differential equation:

du�

u�
2 + a2 = cdx �4�

where a and c are defined as follows:

c =
�

24
� �

�
��d

l
��d

t
� �5�

a =�V

lc
�1 −

�

24
Red�d

t
� �6�

where

Red =
�Vd

�

The solution of Eq. �4� is as follows:

u��x� = a tan�acx� �7�

For small values of c, as when viscous fluids or when �d / t� is
very small, Eq. �4� can be reduced to the following:
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u��x� = a2cx = u�o� x

H
� �8�

where

u�o =
VH

l
�1 −

�

24
�d

t
�Red� �9�

Therefore, the suction velocity at the plate and the pressure gra-
dient above the plate can be calculated, and they are equal to

Vo =
1

24
�d

t
�Red V �10�

dP�

dx
= − �

u�o
2

H2 x �11�

The dimensionless continuity, momentum, and energy equa-
tions in the boundary layer above the permeable plate’s surface
are

� ū

� x̄
+

� v̄

� ȳ
= 0 �12�

ū
� ū

� x̄
+ v̄

� ū

� ȳ
= −

dp̄�

dx̄
+

1

ReH

�2ū

� ȳ2 �13�

ū
��

� x̄
+ v̄

��

� ȳ
=

1

ReH Pr

�2�

� ȳ2 �14�

where ū=u /u�o, v̄=v /u�o, x̄=x /H, ȳ=y /H, ����= �T−T�� / �Tw

−T��, P̄�=P� / ��u�o
2 /H�, and ReH=�u�oH /�.

Equations �13� and �14� can be transformed to similarity equa-
tions when the following variables are implemented:

� =
ȳ

�ReH

�15a�

f���� =
ū�x̄, ȳ�

x̄
�15b�

f��� = − �ReHv̄�x̄, ȳ� �15c�
The resulting similarity equations are

f� + f f� − f�2 = − 1.0 �16�

1

Pr
�� + f�� = 0 �17�

and the similarity boundary conditions are

f��0� = 0 �18a�

f�0� = �fo �18b�

f��� → �� = 1.0 �18c�

��0� = 1.0 �18d�

��� → �� = 0 �18e�

where fo= �Vo /u�o��ReH. The local Nusselt number is calculated
from

Nu =
hH

k
=

H

k
�− k � T/�y	y=0

�Tw − T��
� = − ���0��ReH �19�

2.2 Permeable Fins. Consider a permeable fin with uniform a
cross section AC�AC=2Ht� and a perimeter P�P=2H�, having a
thermal conductivity kf and a very long length. The fin encounters
uniform flow �with density �, and specific heat cp� across its thick-
ness with an average suction speed at the upper surface of �Vo.
The upper surface of the fin is subjected to convection with a free
stream temperature of T�, and a convection coefficient h �calcu-
lated from correlation �28��, as shown in Fig. 2. The direction of
Vo is from the upper surface to the lower surface of the fin.

Assuming that the temperature of the fin Tf does not vary along
the cross section of the fin, the differential energy equation is
equal to

kf�1 − ��AC
d2Tf

dxf
2 − 
hP�1 − �� + �cP�Vo��Tf − T�� = 0 �20�

where the rate of heat conducted through the fin at any section is

qx = − �kf�1 − ��AC
dTf

dxf
+ k�AC

dT

dxf
� � − kf�1 − ��AC

dTf

dx

�21�

and the differential rate of heat convected by the fluid over and
through the permeable fin from a section of length dxf is calcu-
lated from the following:

dqconv = 
hP�1 − �� + �cpVo��dxf�Tf − T�� �22�
The boundary conditions for Eq. �20� are

Tf�xf = 0� = TB �23a�

�dTf

dxf
�

xf→�

= 0 �23b�

The solution of Eq. �20� subject to boundary conditions �23� is

��xf� =
Tf�xf� − T�

TB − T�

= e−�heffP/kfACxf �24�

where heff is the total convection heat transfer coefficient. It is
equal to

heff = h + �cP� �

1 − �
�Vo =

k�ReH

H

− ���0� + � �

1 − �
�Pr fo�

�25�

Define the fin indicator 	 as follows:

Fig. 1 Schematic diagram for the present permeable plate with
flow configuration

Fig. 2 Schematic diagram for the permeable fin
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	 =
qf

�qf��=0
=

− kf�1 − ��ACdTf/dxf	xf=0

�kfACh�=0P�TB − T��
�26�

As such, 	 is equal to

	 = �1 − ��� u�o

u�o	�=0
� heff

h�=0
� �1

− ���
 ���0�
���0�	�=0

− � �

1 − �
� Pr fo

���0�	�=0
� �27�

3 Numerical Methods, Validation, and a Useful
Correlation

Equations �16� and �17� were descritized using three points cen-
ter differencing. The resulting tridiagonal system of algebraic
equations was then solved using the well established Thomas al-
gorithm �17�. Iterations were implemented in the solution of Eq.
�16� because the second and third terms of this equation are non-
linear. The values of 0.01 and 10−7 were selected for 
� and the
convergence criteria for the maximum difference for f� between
the two consecutive iterations. The results of solving Eqs. �16�
and �17� are used to calculate the Nusselt number for different Pr
and fo values. Table 1 shows a comparison between the Nusselt
number values obtained by the present numerical method, and
reported values obtained from Ref. �18�, when fo=0. The percent-
age difference is less than 0.5%. This led to a great confidence in
the obtained results.

3.1 Useful Correlation. Nusselt numbers obtained from the
present method is correlated with the different values of Pr and fo
values through the following correlation:

Nu =
hH

k
=

b1 Prb2�Prb3 + b4��fo�b5�b6

�1 + b7 Prb8�
�ReH �28�

where

b1 = 1.0605 �29a�

b2 = 1.1424 �29b�

b3 = − 1.6070 �29c�

b4 = 4.7261 �29d�

b5 = 2.3293 �29e�

b6 = 0.3782 �29f�

b7 = 0.6104 �29g�

b8 = 0.4466 �29h�

R2 = 0.99967 �29i�

R2 is the correlation coefficient �R2�1�. Correlation �28� is valid
for the following ranges of Pr and fo:

0.7 � Pr � 10; �30a�

0 � fo � 5.0 �30b�

4 Discussions of the Results
Figure 3 illustrates the effects of the suction dimensionless ve-

locity fo and the holes-to-fin surface area ratio � on the fin per-
formance factor 	. This figure shows that 	 can be greater than 1,
especially at large fo values for a given �, indicating the superi-
ority of permeable fins over solid rectangular fins. This superiority
increases as Pr increases, as seen from Fig. 4. Moreover, Fig. 3
shows that the critical holes-to-fin surface area ratio, below which
permeable fins transfers more heat than solid fins, increases as

Table 1 Comparison between −��„0… obtained using the
present method and that reported in Ref. †18‡ when fo=0

Pr −���0� �Present method� −���0� �Ref. �18��
Difference

�%�

0.7 0.4959 0.496 0.02
0.8 0.5227 0.523 0.057
1 0.5705 0.570 0.088
5 1.0434 1.043 0.038

10 1.3388 1.344 0.39

Fig. 3 Effects of the dimensionless suction velocity fo and the holes-to-fin surface area
ratio ε on the fin performance indicator �
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suction velocities increase. However, the increase in the heat
transfer is significant at moderate holes-to-fin surface area ratio
�maximum at �=0.4�

Figure 5 shows the effect of the holes-to-fin area ratio � on the
fin performance indicator 	 at different dimensionless suction ve-
locities fo. As � increases, the axial conduction through the fin
decreases, while transverse convection increases. As such, it is
expected to have an optimum value of 	 at a specific �, as shown
in Fig. 5. Moreover, the critical � that maximizes 	 is found to
increase as fo increases. Figures 4 and 5 show clearly that the
specific � values, below which 	�1, increases as both fo and Pr
increase.

5 Conclusions
Heat transfer through rectangular permeable fins was modeled

theoretically in this work. The fins were assumed to be subjected
to normal fluid flow over their upper surface. The flow across the
permeable fin was considered. The continuity, momentum, and

energy equations were solved for the fluid flow using a similarity
transformation and an iterative tridiagonal finite difference
method. Therefore, the Nusselt number is obtained and correlated
as functions of the Prandtl number Pr and dimensionless suction
velocity fo for the following ranges: 0.7�Pr�10 and 0� fo�5.
The energy equation for the permeable fin was generated and
solved analytically. The following findings were reported.

• Permeable fins transfers more heat than ordinary solid fins at
higher fo values.

• Maximum heat transfer enhancements in permeable fins can
be obtained at moderate holes-to-fin surface area ratio �0.3
���0.7�.

• The critical holes-to-fin surface area ratio, below which per-
meable fins transfers more heat than ordinary solid fins, in-
creases as Pr and fo increase.

Finally, this work reports an additional passive method for heat
transfer enhancements.

Fig. 4 Effects of the dimensionless suction velocity fo and Prandtl number Pr on the fin
performance indicator �

Fig. 5 Effects of holes-to-fin area ratio ε and dimensionless suction velocity fo on the
fin performance indicator �
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Nomenclature
AC � fin cross-sectional area

a � the first flow configuration constant
c � the second flow configuration constant
d � holes diameter
fo � dimensionless suction velocity parameter
f� � dimensionless transformed axial velocity above

the fin surface
H � half width of the fin
h � convection heat transfer coefficient

heff � total convection heat transfer coefficient
k � fluid thermal conductivity

kf � fin thermal conductivity
l � characteristic normal distance

P � perimeter of the fin cross section
P� � free stream pressure
Pa � atmospheric pressure
qf � fin heat transfer rate

ReH � external flow Reynolds number
Red � Reynolds number for the flow through the fin

T � temperature field
Tf � fin temperature
TB � base temperature
T� � free stream temperature

t � fin thickness
u�o � reference axial velocity

V � free stream velocity
Vo � suction velocity across the fin
x � coordinate axis along the fin width
x̄ � dimensionless x-coordinate

xf � fin axial coordinate
y � transverse coordinate axis
ȳ � dimensionless y-coordinate

Greek Symbols
� � ratio of holes area to the fin surface area
� � similarity transformation variable

� � dimensionless temperature
	 � fin performance factor
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Heat transfer on two nearby isothermal circular cylinders of
equal diameter immersed in a uniform crossflow at Re�120 and
Pr�0.7 was numerically studied. We consider all possible ar-
rangements of the two cylinders in terms of the distance between
the two cylinders and the inclination angle with respect to the
direction of the main flow. It turns out that significant changes in
the characteristics of heat transfer are noticed depending on how
they are positioned, resulting in quantitative changes in heat
transfer coefficients of both cylinders. Collecting all of the nu-
merical results obtained, we propose a contour diagram for aver-
aged Nusselt number for each of the two cylinders. The geometri-
cal symmetry implied in the flow configuration allows one to use
those diagrams to estimate heat transfer rates on two isothermal
circular cylinders of equal diameter arbitrarily positioned in
physical space with respect to the main flow direction.
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Keywords: convective heat transfer, immersed boundary method,
flow pattern, vortex shedding, wake interaction

1 Introduction
The forced convective heat transfer around a group of cylinders

immersed in crossflow is often found in many practical engineer-
ing applications. For instance, heat transfer between coolant flow
and heat exchanger tubes, or heat transfer on fuel rods in a nuclear
reactor, to name a few. In designing such devices, it is essential to
understand effects of interference among adjacent wakes on heat
transfer characteristics as well as flow fields to achieve high effi-
ciency in their performance. In particular, forced convective heat
transfer on two nearby isothermal circular cylinders of equal di-
ameter immersed in crossflow would be the simplest model of all
heat transfer models with wake interaction.

Many researchers have been involved in studying forced con-
vective heat transfer in the flow configuration involving one or
multiple circular cylinders. Juncu �1� carried out a numerical in-
vestigation on the convective heat transfer in laminar flow past
two circular cylinders placed in tandem, and Buyruk �2� also nu-
merically studied convective heat transfer in the presence of mul-
tiple circular cylinders in a staggered arrangement as well as in
tandem in the laminar flow range. Yamamoto and Hattori �3� con-
sidered laminar heat transfer in side-by-side arrangements and re-
ported their numerical results. Zhou and Yiu �4� experimentally

studied turbulent heat transfer when the two cylinders are aligned
in the direction of the main flow. Li et al. �5� and Wang and
Georgiadis �6� carried out numerical investigations on laminar
heat transfer with in-line arrays of cylinders in the laminar flow
range.

In spite of the numerous studies carried out so far, the case
where the two cylinders are placed in a staggered position has
been rarely studied, especially in the laminar flow regime. In this
investigation, heat transfer characteristics of the flow past two
nearby isothermal circular cylinders of equal diameter at Re
=120 and Pr=0.7 are numerically studied as a basic model. Flow-
induced forces at Re=100 in the same flow configuration was
numerically studied and published elsewhere �7�. We focus on the
effects of the cylinder arrangement on the heat transfer character-
istics. The possibility of radiative heat transfer is excluded based
on the assumption that the temperature difference between the
cylinders and the freestream is moderate. We consider all possible
arrangements of the two circular cylinders in terms of the distance
between them and the inclination angle of the line connecting
their centers with respect to the main flow direction. Collecting all
of the results obtained, we propose an averaged Nusselt number
diagram �“map”� for each cylinder to provide an overall picture on
the heat transfer characteristics.

2 Formulation and Numerical Methodology
The current investigation requires a parametric study where nu-

merous numerical simulations must be performed with various
values of the streamwise center distance �L� and the vertical cen-
ter distance �H� �see Fig. 1�a��. This kind of parametric study
demands a considerable amount of computing resources; the com-
puting efforts can be significantly reduced by employing an im-
mersed boundary method, which facilitates implementing the
solid surfaces of the arbitrarily positioned cylinders on a Cartesian
grid system �8�.

The governing equations for two-dimensional incompressible
flow, modified for the immersed boundary method, are as follows:

�uj

�xj
− q = 0 �1�

�ui

�t
+

�uiuj

�xj
= −

�p

�xi
+

1

Re

�2ui

�xj � xj
+ f i, i = 1,2 �2�

��

�t
+

�uj�

�xj
=

1

Re Pr

�2�

�xj � xj
+ hE �3�

where ui �or u, v�, p, q, and � represent the velocity components
in the xi �or x, y� direction, pressure, mass source/sink, and tem-
perature, respectively; f i and hE denote momentum forcing and
heat source/sink, respectively. All of the physical variables except
p and � are nondimensionalized by the uniform freestream veloc-
ity �U� and the cylinder diameter �D�. Pressure is nondimension-
alized by far-field pressure �P�� and the dynamic pressure. Fluid
temperature �T� is nondimensionalized as �= �T−T�� / �Ts−T��,
where Ts and T� represent cylinder surface temperature and far-
field temperature, respectively. Reynolds number �Re� and Prandtl
number �Pr� are defined as UD /� and � /�, respectively, where �
and � are kinematic viscosity and thermal diffusivity, respectively.
The governing equations were discretized using a finite-volume
method in a nonuniform staggered Cartesian grid system. A
second-order central differencing was employed for spatial dis-
cretization of derivatives. A hybrid scheme was used for time
advancement; nonlinear terms were explicitly advanced by a
third-order Runge–Kutta scheme, and the other terms were im-
plicitly advanced by the Crank–Nicolson method. A fractional
step method was employed to decouple the continuity and mo-
mentum equations. The Poisson equation resulting from the sec-
ond stage of the fractional step method was solved by a multigrid
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method. For a detailed description of the numerical method used
in the current investigation, see Yang and Ferziger �9�.

3 Boundary Conditions and Numerical Parameters
The main cylinder �MC� is fixed at the origin of the coordinate

system, and the surrounding cylinder �SC� is placed at various
locations relative to the MC, which are represented by the dots in
Fig. 1�b�.

Actual computations have been carried out only for the cases
where the SC is located in the first quadrant �Fig. 1�b��. The total
number of cases computed is 208. In the case where the center
distance �R, Fig. 1�a�� is minimum, L /D=0.25, H /D=1.0, and the
inclination angle ��, Fig. 1�a�� is 75.96 deg. The entire computa-
tional domain was defined as −35D�x�35D and −50D�y
�50D. For each cylinder, 48�48 uniform grid cells in the x and
y directions, respectively, were allocated, and uniform grid cells
of the same cell size as in the cylinder region were employed
between the cylinders. In the other region of the domain, nonuni-
form grid cells were used. The numerical resolution was deter-
mined by a grid-refinement study to ensure grid-independency. In
the case of L /D=1.5 and H /D=0.5 �Fig. 2�, for instance, the total
number of grid cells were 552�312, while 720�528 grid cells
were allocated in the most demanding case �L /D=5.0 and H /D
=5.0�.

The no-slip condition �u=0 and v=0� and isothermal condition
��=1� were imposed on the cylinder surfaces; a Dirichlet bound-
ary condition �u=U, v=0, and �=0� was used on the inlet bound-
ary of the computational domain, while a convective boundary
condition �10� was employed for ui and � at the outlet. A slip
boundary condition ��u /�y=0 and v=0� and the adiabatic condi-
tion ��� /�y=0� were imposed on the other boundaries.

4 Verification of the Code
For verifying our numerical methodology and resolution, flow

past single circular cylinder at Re=100 was computed and our
results were compared with other authors’ results �see Table 1 of
Ref. �7��. Next, the mean Nusselt number �Nu� defined as the time
mean of hD /k �here, h and k represent heat transfer coefficient
and heat conductivity of the fluid, respectively� was computed for
the flow past single circular cylinder at Re=120 and Pr=0.7, and
was presented as a function of the surface angle �	� in Fig. 3,
together with other authors’ experimental �11� and numerical �8�
results, revealing good agreement with them. The two test results
mentioned above verify that the numerical scheme and resolution
used in the present simulation are adequate and reliable in com-
puting temperature field as well as flow field.

5 Results and Discussion
The results presented in this section correspond to Re=120 and

Pr=0.7 with Ts
T�. Since the Nusselt number can be regarded as
the nondimensionalized temperature gradient ��� /�n �s, where n
denotes the coordinate normal to the cylinder surface� evaluated
on the cylinder surface, a large Nu implies a high heat transfer rate
at that specific location.

Various flow patterns are observed depending on the arrange-
ments of the two cylinders, affecting heat transfer characteristics
accordingly. To obtain an overall picture on how heat transfer
from a heated circular cylinder is affected by its neighbor of equal
temperature, we collected all of the results computed and pro-
posed a contour diagram of the Nusselt number averaged in time
and on the cylinder surface �Nus� for each cylinder on a L-H
plane. In this way, one can easily identify influences of a neigh-
boring cylinder on the heat transfer characteristics of the single
cylinder case. For convenience, Nus is normalized by the value
corresponding to the single cylinder case �Nus=5.36� in the con-
tour diagrams.

Although the actual computations have been carried out only
for the first quadrant �Fig. 1�b��, the results can be easily extended
to the other quadrants by using the symmetries implied in the flow
configuration.

In Fig. 4�a�, contours of normalized Nus are presented for the
MC. Recall that the MC is fixed at the origin. The maximum value
of Nus �5.56� is noticed at L /D=−1.0 and H /D= �2.5, while the
minimum value �1.78� is identified at L /D=−1.25 and H /D=0.0.
It is seen that the heat transfer from the MC is significantly re-
duced when the MC is positioned in the near-wake region of the
SC.

Figure 4�b� shows contours of normalized Nus for the SC.
Again, the MC is located at the origin. In fact, Fig. 4�b� is the
reflection of Fig. 4�a� with respect to the H axis, and is included
here for convenience. The maximum value �5.56� at L /D=1.0 and
H /D= �2.5, and with the minimum value �1.78� at L /D=1.25
and H /D=0.0. The heat transfer from the SC is greatly reduced in
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Fig. 1 Physical configuration: „a… staggered position of two
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tandem arrangements, and is very sensitive to H in an approxi-
mate range of 1.0�L /D�4.0 and −1.0�H /D�1.0.

To identify which arrangements effectively enhance the overall
heat transfer from both cylinders, we present the averaged Nus of
the two cylinders, normalized with the single cylinder value, in
Fig. 5�a�. The averaged value of Nus for the two cylinders reaches
the maximum �5.52� at L /D=0.0 and H /D= �3.0, and the mini-
mum �3.25� at L /D= �1.0 and H /D= �0.25. Since Nus=5.36 in
the case of the single cylinder immersed in the freestream at Re
=120 and Pr=0.7, the contour lines corresponding to Nus=5.36
�normalized Nus=1.0� serve as the “boundaries” of heat transfer
effectiveness. Any SC arrangement outside these boundaries en-
hances the overall heat transfer from the two cylinders due to the
“blockage effect.” For example, when the two cylinders are placed
side-by-side, the blockage effect is significant, producing Nus val-
ues of the two cylinders higher than that of the corresponding
single cylinder case, if �H� /D
1.75.

When the SC is located inside the boundaries, the overall heat
transfer diminishes because heated fluid in the wake of the up-
stream cylinder is “fed” to the downstream cylinder. In addition,
the suppression of vortex shedding also contributes to the reduc-
tion in heat transfer capacity. For example, when the two cylinders
are placed in tandem, the vortex shedding of the upstream cylin-
der is completely suppressed if �L� /D�3.75, resulting in the re-
duced heat transfer capacities of both cylinders. For �L� /D
4.0,
the vortex shedding of the upstream cylinder resumes, leading to
active heat transfer from both cylinders.

Figure 5�b� illustrates the difference in normalized Nus between
the MC and the SC, indicating the relative effectiveness in heat

transfer. The solid line implies that Nus of the MC is higher than
that of the SC, and dashed lines do the opposite. In a typical case
where Nus of the SC is higher than that of the MC �L /D=2.0 and
H /D=2.0�, the vortex shedding of the MC is weakened by the
presence of the SC, causing a reduced heat transfer from the base-
point region. On the contrary, the vortex shedding of the SC is
active, causing an enhanced heat transfer from its base-point re-
gion. On the other portion of each cylinder surface, the heat trans-
fer capacity is quite similar. Thus, Nus of the SC is higher than
that of the MC in this particular case �Fig. 5�b��.

6 Conclusions
A parametric study has been carried out to investigate the ef-

fects of wake interactions on the heat transfer characteristics of
two neighboring circular cylinders of equal diameter and tempera-
ture, immersed in the freestream of lower temperature at Re
=120 and Pr=0.7.

Collecting all of the results actually computed and utilizing the
symmetries implied in the flow configuration, we propose the con-
tour diagrams of Nus for the MC and the SC, respectively, in order
to provide an overall picture on the heat transfer characteristics of
each cylinder under an interaction with a neighboring one. Con-
tour diagrams for the average and the difference of Nus between
the MC and the SC are also presented to identify which arrange-
ments are effective for the overall heat transfer and to indicate the
relative effectiveness in heat transfer, respectively.
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Fig. 4 Contours of normalized Nus for two staggered circular
cylinders at Re=120, Pr=0.7, normalized with the single cylin-
der value „Nus=5.36…: „a… main cylinder and „b… surrounding
cylinder. Increment: 0.05 from 0.4 to 0.9; 0.01 from 0.9 to 1.05.
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Fig. 5 „a… Contours of average of normalized Nus of the main
and the surrounding cylinders and „b… contours of difference in
normalized Nus between the main cylinder and the surrounding
cylinder; Re=120 and Pr=0.7. Increment: „a… 0.05 from 0.4 to
0.9; 0.01 from 0.9 to 1.05; and „b… 0.05 from −0.6 to −0.05 and
from 0.05 to 0.6; 0.01 from −0.05 to 0.05.
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